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ABSTRACT

The present investigation which is entitled , “Analytical Study of Certain
Sub classes related to complex order.’ will be divulging and would dig out the
several conjectures and several subclasses of univalent functions using the different

technique, variation methods and subordinate techniques,

Analytic function has played very important role in development geometrical
theory of complex variable. Here, we describe only those aspect of theory in direction of
which have purposed the study further. The present work has been made to verified and
detailed study of various subclasses of analytic function by employing different
techniques. In a number of cases our approach not only yields a generalization of

various known results but also gives rise to may new best estimation.

We have introduced the various Certain Subclasses of Analytic function
Related to Complex Order using the convolution technique belonging to the class

V(L.p,A,B,b), G(A,p,A,B,b), J(A,B,p,3). H(A,B,p,8) ,M(A.B,Z, ,3).

Tools and methodology used in research design in technique of Koebe
Univalent Function, Mapping properties of analytic Function, Radius of P-valent
Convexity. Preliminary lemmas are used in my thesis for solving the equations. Closure
theorems are used for finding the numerical solution to the different differential
equations. Univalent Function, Hadamard Product of two Analytic function, Gamma
function , Biberbache conjecture, Robertson conjecture, Milin Conjecture ,Sheil- small

conjecture are applied in my thesis. My research work is divided in 10 chapters.

In chapter 1, we introduced the introduction of my research work which are
important in my research project and I proposed the summary of my research project We

introduced a short notes of conjectures.

In chapter 2, we introduced the research problems which are necessary to our relevant
study . We described the future work related my research work and find out the research

problems.

In chapter 3, We introduced the J°(A,B) and find out the sufficient conditions h(z) to
be in J'(A,B) and K(A,B) with suitable restrictions a,b,c. We determined the sufficient

condition for I(z) to be in J'(A,B) with appropriate condition a,b,c. We also described

ix
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the mapping propetrtics of E(z)=zX(n,b3e32) with the help ol elementary results ol star

like Function and Convex Function,

In Chapter 4, we introduced the class V(O i,AB,b) using the convolution techniques
We provided some preliminary lemmas for solving the equations and displayed the
contentment relation between — V(Qa,p,A,B,b) cVO,u,ABD) wherehg>h . We gol
maximization lhcm'cmla;,_b'a%Il'm' the complex value of the class V(O u,A,B,b) and we
have obscrved the distortion propettics, closure propertics, We oblained the many

conditions in term of coefficient for the function belonging to the class VO ,A,B, D).

Chapter 5, We have introduced  the another class G(A,,A,B,Db) using the convolution
techniques and oblained the  coefficient estimate for the class GO LA,Bb). We
investigated the sufficient condition in term of cocllicient. We have investigated  the

maximization of|az_8a?| for the complex value of the class V(h,wA,B,Db).

Chapter 6, We have introduced the class J(A,B,p,d) in term of fractional derivative
Operator D* J(z) and obtained the sufficient condition for the claas J(A,B,p,0) and
Results  involving the modified hadamard Product of Two Functions, We also
investigated the distortion propertics, we have investigated the some closure propertics
related my study for the class J( A,B,p,d). We have found the radius of P-valent star

likeness for (he class J( A,B,p,d). We established the contentment relation to the class J(

z\,B,p,ﬁ).

Chapter 7, We have also introduced a new class  H(A,B,p,d) of analytic function
defined by fractional derivative in terms of coefficient for the function f(z). We have
also obtained the necessary and sufficient condition, the result involving the Modified
Hadamard Product of two functions, Contentment relation, p- valent convexity belonging
(o the class H(A,B,p,d). We have investigated Distortion propertics, radius of p- valent

otar likeness, Closure properties to the class H(A,B,p,0).

Chapter 8, We have introduced another new class M(A,B,Zd,pt) of analytic functions
defined by fractional derivative having two fixed point (0,1). We have obtained the
necessary and sufficient condition, Distortion Property, radius of convexity, Quesi
Modified Product of two function, contentment relations to the class M(A,B,Zy d,1) We
have shown the class M(A,B,Zod,p) is closed arithmetic mean  and convex lincar

combinations,
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Chapter 9, We have investigated a new class JAB,p,8) of  analytic  star like
function, Closure property in terms of [ractional Integral Operator (D7 8 f(z)over the
element of having negative cocfficient. We have provided some Lemmas due (o Gocel
and Sohi. We have obtained necessary and sufficient condition, contentment relation,
class- preserving integral operator, Radius of convexity, Distortion Property for the
class J(A,B,L,p,d) . We have investigated some results — involving the Modificd

Hadamard Product of two functions to the class J(A,B,[,p,8).

Chapter 10, We have introduced the summary and conclusion through ought the

research work. .

@Ov\m@\%

Kunal Srivastava

Enrollment No: 161510606238
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CHAPTER 1

INTRODUCTION

1.1 INTRODUCTION

The analytic function played a significant role in developing the geometrical
theory of analytic function related to complex order. Here we described those

features which are important to our further study.

In some cases, our approach is not only gave generalizations of
various known outcomes but also produced many new and best estimates. The

study of Certain Sub Class of Analytic Function related to Complex Order

associated with defined the unit discU = {z : |Z| < 1} and inclusion relationships

to the conjugate points .

We established the some coefficients inequality for certain sub classes
G(/l, 1, A, B,b) and some inclusion relations. The main object of analytic
study of Certain Subclass of Analytic Function Related to Complex Order is to

discuss the various essential properties and determine the limit of the

coefficients for the classes and obtain accurate results.

In present study has been proposed to the study of a function is to be
analytic in a domain D ,if it is differentiable at every point in D .Here,
domain D mean is a non-empty open connected subset of the complex plane.
A function f is said to be univalent in D if it is one-one in D . This takes no
value more than once in D. In the other word, we can say that if
S(z)=f(z,) atany pointz ,z €D thenz =z, The function¢(z)=z is
analytic, but it is univalent in the complex plane. A necessary condition for an
analytic to be univalent in D is that f(z)#0,forz in D, which is not

sufficient. For example, the functions & defined by &(z)#e” is not univalent

in_f* through its derivative never vanishes in /.



We assume that D to be unit disc,uz{z:|z|<1}.By the Riemann

mapping theorem , we can say that any connected domain in the complex
plane is not the whole plane. It can be mapped by the analytic univalent
functions on the unit disc. Thus the investigations of my analytical study of
(Certain Sub Classes Related to Complex Order is univalent in a simply
connected in domain D with more than one boundary point and it can be
confined to the investigation of certain sub classes of analytic function which
are univalent in D. This is to simplify and to give short and elegant formula,

which are given below.

= (1.1.1)

. Several sub classes of Univalent Function were introduced in
different techniques like parametric method, convolution techniques, variation
method, subordination techniques etc, were discovered. The concept of

univalence can be extended to be p-valent. A functions f is analytic in the
unit disc U is said to be p-valence if the equation w= f(z) has at P -solutions
and there exists a w,inE(z) has exactly P solution in U. Let P be the
positive integer is greater than and equal to unity and P( y) denote the class
of functions of the form.
f(z)=2z" +iawz”*” (1.1.2)
n=l1

The results are presented in the next seven chapters .The properties of

Analytic Function defined by using hyper geometric functions. In Section 3.1,
we have defined the functions h(z) and / (Z) by (3.1.4) and (3.1.5)

respectively .In section3.2,we state the lemma(3.2.1)and (3.2.2) due to, at p=1

and prove a Lemma(3.2.3) that are needed in the succeeding section .In this

section 3.3,we find the sufficient conditions for (z) to be in y" (A.B ) .Further,
we obtain the necessary and sufficient conditions forh(z) to be in y*(A,B)

andk(A, B) with appropriate restrictions on a, b and c. In section 3.4, firstly

we determined the sufficient conditions for I(z) in K(A,B).Further, we also

3



fined the necessary and sufficient condition for I(z) to be K(A,B) with
appropriate restrictions on a,b,c. Our results generalize the corresponding
results of Silverman .The study of the certain analytic function related to

complex order ((I).The description of this chapter is divided into nine sections

for the systematic of the class V(}u, A A,B,b) JIn the section 4.1,we have

defined the class V(/i, M, A, B,b).

In the section 4.2, we have stated some lemmas that are needed in the

succeeding sections of this chapter. In the section 4.3, we have shown the
containment relation between V(ﬂo, WA B, b)cV(/l, A, B,b) ,where 4, > 1.
In section 4.4, we have obtained the coefficient estimate for the functions
belonging to the class V(/i, ,u,A,B,b).In section 4.5,we have found the
sufficient condition in terms of coefficient for the function belonging to the

class V(/l, 1A, B,b) In section 4.6, we have obtained the maximizations of

‘a3—/1a22‘f0r complex value of o  over the classV(}u, ,u,A,B,b) In
section4.7,we have investigated the distortion properties for the class
V(/l, y,A,B,b).In section 4.8, we have obtained the Preserving Integral

Operator of the form (4.8.1) for the class V (4, u, A, B,b).In section 4.9,we

have obtained the closure property for the class V(/i, 1, A, B,b) .

The study of another family of Certain Analytic Function Related To

Complex Order(Il).The description of this chapter is divided into six sections

for the systematic study of the class G(/i, U, A,B,b). In section 5.1,we have

defined the class G(/i, M, A, B,b) In section 5.2 provides some lemmas that

are needed in the succeeding sections of this chapter. In sections5.3,we have

obtained the coefficient estimate for the functions belonging to the class

G(/i, 1, A, B,b) In section 5.4,we have investigated the sufficient conditions
in terms of coefficient for the function belonging to the class G(/i, A, B,b)
In section 5.5, we have determined the maximization of ‘a3 —é'azs‘ for

complex value over the G(ﬂu, ,u,A,B,b) JIn section5.6,we have found the

4



necessary and sufficient conditions in terms of convolution for the function

belonging to the class G(4, i, 4, B,b).

The new family of Analytic Function defined by fractional
derivative(I). The chapter (VI)consist in nine sections. In sections 6.1, we have
introduced the family J (A,B, p,5) of Analytic Function defined by
fractional derivative. In section6.2, we have obtained the necessary and
sufficient condition in term of coefficients for the functions is belonging to the

class J(4, B, p,0) .In section 6.3, we have obtained the distortion properties for
the classJ(4, B, p,0) .In section 6.4,we have obtained the class Preserving

Integral Operator of the form (6.1.5) for the class, we obtained the radius of

p-valent star likeness for the class J(4, B, p,0) . In sections 6.6, we determined
the radius of p-valent convexity for the class J(4,B, p,o) .In section 6.7, we

have obtained some results involving modified Hadamard Product of two

Functions belonging to the classJ(A4,B, p,0). In section 6.8, we obtained
some contentment relations related to theJ(4,B, p,d).In section 6.9,we
have shown that the class J(A4,B, p,0) is closed under arithmetic mean and
convex linear combination.

The new family of Analytic Function Defined by Fractional
Derivative(Il).The chapter VII consists nine sections. In sections 7.1, we have

introduced the class H (A, B, p, 5) .Further, we have determined the same
properties for the class A (A, B, p, 5) in the same order as we have already

obtained properties for the class /7 (A, B, p, 5) in chapter (VI). The family of

Analytic Function defined by Fractional Derivative Having Two Fixed point.

The chapter (VIII) consists eight section. In sections 8.1, we have defined the
class M (A,B,ZO,5, ,U). In sections 8.2, we have obtained the necessary and
sufficient conditions in terms of coefficients for the functions belonging to the

class M (A,B,ZO,5, ,u).In section 8.3, we have obtained the Distortion

Properties for the class M (A, B,z,,0, ,u) In sections 8.4, we have determined

the class preserving integral operator defined by(4.8.1) for the class



M (A, B,z,,0, ,u) .In sections 8.5, we have obtained the radius of convexity for

the classM (A,B,ZO,5, ,u). In section8.6, we have obtained some result
involving Quasi-Hadamard Product of two function belonging to the class

M (A, B,z,,0, ,u) .In section 8.7, we have obtained some contentment relation
related to the class M (A, B,z,,0, ,u) .In section 8.8, we have shown the class

M (A,B,ZO,§, ,u) is closed under arithmetic mean and Convex Linear

Combinations.

The family of Analytic function Defined by Fractional Integral . This
chapter is divided into nine section for the systematic study of class

J(A,B,f,p,é') JIn section 9.1, we introduced the class J(A,B,f,p,§) In

section 9.2, we have stated the lemma due to Goel,and Sohi,needed to prove
the result of succeeding sections of this chapter. In section 9.3,we have

obtained the necessary and sufficient condition in term of coefficients for a

function G to be inJ(4,B,f,p,5).Consequently, we have shown
J(A,B,f,p,é')a]*(A,B,p).Since J(A,B,f,p,é) is the sub classes of J(p)

It follows that the element of J (A, B, f, p,5) are starlike and hence P-valent
in U. In sections 9.4, we have obtained the contentment relation related to the
classJ (A, B, f,p, 5). In sections 9.5, we have obtained the class Preserving
Integral Operator of the from (9.1.2) for the class J (A,B, f,p,0 ) .We have

found the radius of p-valent star likeness of the functions G defined in

(9.1.2).In section 9.6, we have found the radius of p-valent of convexity for

the classJ (A,B, f, p,5).ln section 9.7, we have obtained the Distortion

Properties for the classJ (A, B, f,p, 5) JIn sections 9.8,we have obtained the
result involving Modified Hadamard Product of two functions belonging to the

classJ (A,B, 1, p,§) In sections 9.9, we have shown that the class

J (A,B, f, p,5) 1s closed under Arithmetic Mean and Convex Linear

Combinations..



1.2 CONVOLUTION PROPERTIES INVOLVING
SUBORDINATE RELATIONS:

Now we discuss about the mapping properties for convolutions

involving the HGF. In this functions in class of functions in the form.
f(z)=z- Z a,z"
n=2

Which are analytic in the open discU = {z : |z| < 1} and S denote the subclass

of functions in A, which are univalent in U. More ever let S"(«) and K(«) be
the sub class of S consisting respectively of a functions which are starlike or

ordera where0<a <1 in U.

Now we describe the g-derivative operator in conjunctions with the
principle of sub-ordinations between analytic functions. Recently the theory of
g-analysis has attracted considerable effort from researchers. Due to its

applications in many branches of mathematics and physics.
The main purpose of this theory is to introduce and study two
subclasses of analytic functions in the open unit discU ={z:z € Cand |z| <1}

by applying the g-derivative operator in conjunction with the principle of

subordinate between analytic functions.

1.4 METHODOLOGY ADOPTED

[1]. The tools and methodology used in research design in the technique of Koebe
univalent function and mapping properties of an analytic function,radius of p-
valent convexity and preliminary lemmas for solving the equations.Different
methods for the estimations of the operator involved in the distortion

theorem, integral operator developed by Goodmann,A.W

[2].Closure theorems are used for finding numerical solutionsto the different

differential equations.



[3]. Univalent functions, Hadamard product of two analytic functions, Gamma
Functions, Biberbache conjecture, Robertson conjecture,Milin

Conjecture,Sheil-Small Conjecture are applied in my thesis.



CHAPTER 3

MAPPING PROPERTIES OF ANALYTIC
FUNCTIONS DEFINED BY USING
HYPERGEOMETRIC FUNCTION

3.1 INTRODUCTION :

Let J'(4,B) the class of those function f (z) of a A which satisfying the

conditions .

zf(2) _ 1+ Aw(z)

,zeU ,-1< A< B<1
f(z) 1+Bw(z)

Where w(z) belonging to the class H.

K (A, B)= {f€ 4:zf(z)€T "(A,B)}.
We observe that
1"MQa-Da, =1 (a, ), T {Qa-1),1}=J(a) and J'(-1,1) J©
K{Qa-1)p, B} = K(a,B) K{2a-1),1} = K(a)and K (-1,1)= K(a)

For a, b, ¢ to be complex numbers with c is neither zero nor a negative

integers,
LetF (a,b,c,z) :Z‘ﬁOM . (3.1.1)
= (0),(4),
Denote the hyper geometric function (HGF), Where(/i)n is the Pochhammer
symbol defined by
A(A+1) i, (A+n—1),n=1,2, ...
2’ no { 1,n=

This function is analytic in unit disc U. We also that F(a,b;c;1) converge for

the Re(c-a-b)>0 and it also relates to the Gamma Function which is given by

_T(I'(c—a-b)

Flabiez)= T(c—a)[(c—b)

(3.1.2)



Merks and Scott .Ruscheweyh and Singh studied the mapping properties of
§(z)=zF(a,b;c;z)
(3.1.3)

The method of differential subordination Recently, Silvermen

investigated the mapping properties of &(z) with the help of elementary

results of starlike function and Convex Functions.
h(Z)=(1 )¢ (z) + puz&'(z). (3.1.4)

Where u>0and&(z) defined by(3.1.3) . In fact the mapping

properties of h(z)in my basic tools are lemmas due to Goal, and Sohi, at p=1

and we find out sufficient conditions for h(z) to be in J*(A,B) and
K( A4,B).We obtain the necessary and sufficient condition for h(z) to be in

J*(A,B) and K (4, B) with suitable restrictions on a, b ,c.

In section (3.4), firstly, we determine the sufficient condition for /(z)

defined by

I(z)= L‘” {@}dt (3.1.5)

Where [(z) belong to K(A,B) .Further, we investigate the necessary and

sufficient conditions /(z) to be in K(A,B) with appropriate restrictions on a, b,

c. Our results are generalized to the corresponding results of H. Silverman

3.2 PRELIMINARY LEMMAS :

In this section we state the lemmas [3.2.1] and [3.2.2] due to Goel,and
Sohi, at p=1 and prove a Lemma [3.2.3] that are needed in our
investigations

LEMMA 3.2.1: A sufficient condition for function f define by (1.1.1) to be

inJ"(4,B),K(A4,B) is that

an

(i{(nB)n—(Aﬂ) al} S(B—/D]and(in{(HB)n—(AJrl)

n=2

}S(B—/Dj
(3.2.1)

LEMMA 3.2.2: A necessary and sufficient condition for f(z)

10



0

f@=z-y

n=2

n

Z

an

To be J* (4, B)andK (A4, B), is that

0

> {A+Bn—(A+D}|a,| < (B—A)and(in{(1+B)n—(A+1)|an|} < (B—A)]

n=2

(3.2.2)

3.3 MAPPING PROPERTIES OF ANALYTIC FUNCTION
h(z):

THEOREM 3.3.1: Ifa, b>1 and c>a+b+2, then the sufficient condition for
h (z)tobe J* (A,B),wherel —< A< B <1 is that

[(c)[(c—a—b) 1+{(1+B)+,u(1+ZB—A)}ab+ u(1+B)(a),(b), -
Ic—a)(c—b) (B—A)(c—a—-b-1]) (B-A)c—a-b-2), |

(3.3.1)

The condition (3.3,1) is necessary and sufficient for 4, is defined by

h(z)

z

} to be in J*(4,B)

W):{z_

PROOF: Since

h(z) = z+2(1_ﬂ+ﬂm)%zn

(3.3.2)

Let according to Lemma (3.2.1) we need to show that

;{(”B)” (a+D}(1-p+ pm) O <(B-A)

(3.3.3)

The left side inequality (3.3.3) converge if c>a+b+2

Now

-3 _ _ S~ (0),.1(0),,
_ ;{(1 +B)n—(A+D}(1-p+ ﬂn),,zz O 0.

11



(a),®),

-y 1+B B-A4);1
{1+ By (B )1+ ) m

;22[(1+B),un2 +{(1+B)+,u(B—A)}n+(B_A)] ((Z;n Yl’))n

wa),0), (@,0), (@,0),
1 B)+{B— A 4 4
)Zo(),,l (Bl )zml)nl /Dz@a)m(gm

Putting (1) =(A+1) , and applying (3.1.1) and (3.1.2)

We may express that

N _ _ (@),.,0),, _ (a),(D), .

Z;{(HB) (A+Dja ,u)—( 0, ;¢(1+B)—(C)2 F(a+2,b+2,c+2))
+{(1+B)+ u(1+2B— A)} F(a+1b+1c+11)+(B A){F(a,b,c;))-1}

(a),(b), I'(c+2)I(c—a-b-2)
(c), I'(c—a)l(c-b)
‘a_bF(c+1)F(c—a—b—1) _(B—A)
c F(c—a)(c—-b)

= u(l+B)

+{(1+B)+ u(1+2B— A)}.

=(B-4)

(e (c—a—b) 1 N(+D)+1+2B)~Aj b 1(1+B)a),(b),
"T(c—a)[(c—b) (B-A\c—a—b-1)  (B—AX0),

Last expression is above by (B-A) if and only if holds.
Such that

|-t

(@,1(0),.1

B =z= (1 pu—
(2)== nZ=2:( #=pn) (©),.(M),, (3.3.5)

Thus this least conditions (3.3.1) is also sufficient for the h(z) to be in j*(A,B)
for the Lemma (3.2.2).

COROLLARY 3.3.1: if we take ¢ =0, then this theorem becomes, if a,b>0

and C>a+b+1,thus the sufficient condition for h; to be J* (A,B),-1< A< B<I
is that

rOr(c—a-b) n (1+ B)ab <9
I(c—a)'(c-b) (B—A)(c—a-b)|

12



This condition is also necessary and Sufficient for h(z) defined by (3.3.5) to
be in J*(A,B).
REMARKS: If we take u=0 ,4=-1 andB =1,the condition(3.3.5) is

necessary and sufficient for 4 to be inJ"(a, f)

THEOREM 3.3.2 : Ifa, b>-1,c>0 and a, b<0 then a necessary and sufficient

condition for h(z) to be in J*(A,B) is that

#(A+B)(a),(b), +|(1+B) (1+2B— 4)} ab( c—a—b—2) +(B— ANc—a-b—2) 20
(3.3.6)

The condition ¢>a+b+1—ab is necessary and sufficient for A(z)to be in

J*(A,B).
il (a+1)7 (b—i—l)f z"
PROOF:h(z)zz— — p+ pn) L L (3.3.7)
At e+, 0,
According to Lemma (3.2.2), we must show that
® (a+1) ,(b+1) 2" ¢
1+B A+1)(1- = 2 <—(B-A4) (3.3.8
3 L

The left side of(3.3.8) converges ifc>a+b+2

Now

e e T O

(a+1),(b+1)

=20 ) ) (B (D

_ z[ (1+ B)(n+1) +{(1+ B) + (B~ )} (n+1)] (z;?;((bl;l)n

:u(1+3)§0‘,(n+1)%+{(1+3)+y(B_A)}§%

13



z (a+1) (b+1)

( n n
+(B—A)Zm

n=0

z (a+1) (b+1)

=i (1+B); )

*+{(1+B)+u(1+2B-A4)} +

a+1 1)

Z(; (c+1) )

(a+1) b+1)
C+1 (1)n+1

OMS

a+1)(b+1) a+1 b+1) L

(C+1 Zl: C+1) ](l)n—l '

{(1+B)+ u(1+2B- 4) }Z(;(a:r)l b(+)1)

=,u(1+B (

(a+1 b+1 i (a+2) (b+2)
(c+1) o c+2)

e arest2n- ) SR GE 0-0 SS G

=u(1+B)

ao

=y(1+B)(a+l)(b+1)F(a+2,b+2;c+2;1)+

(c+1)

{(1+B)+,u(1+ZB—A)}.F(a+1,b+l;c+1;)+(B—A)£[F(a,;b;c;l)—1}

+1)(b+ 1) T (c+)I(c—a—-b-2)
(c+1) ['(c—a)l(c-b)

=y(1+B)(a

F(c+)T(c—a-b-1)
,{(1+B)+ﬂ(1+2B_A)}' I'(c—a)l'(b-a) "

c F( )F(c—a—b)
( _A)ab F(c a)(c—b)

—(B—A)i

Hence (3.3.8) is equivalent to

_F(c+1)F(c—a—b—1) F(a+1)F(b+l)

- F(c—a)F(c—b) {ﬂ(l-l_ ) (c—a—b—Z)

{1+B+u(1+2B-4)} |.

(B-4)

—(e-a=b)<(B- A){ C}:o

|a| ab

(3.3.9)

14



Thus (3.3.9) is valid if and only if

(a+1)(b+1) (B-A)c-a-b-D]_,
(c -a —b—2) ab

Which is equivalent to(3.3.6).Putting 1z=0,4=1 and B=1 on the condition

u(1+B) +{(1+B)+p(1+2B—4)} +

(3.3.6),we find the condition c>a+b+1-ab which is necessary and sufficient for

h(z) to be J*(4, B)
REMARKS: if we take #=0,4=—1andB =1 the condition (2.3.1) is both
necessary and sufficient for h; to be in J *(A,B).

THEOREM 3.3.3: Ifa, b>0 and C>a+b+3,then a sufficient conditions for
h(z) to be in K(A,B), —1< A< B <1 isthat

T (c—a-b)| {(24+3B—A4)+2u(1+2B—4)}ab
F(c—a)F(c—b) (B—A)(c—a—b)

{(14B)+u(4+5B-4)} (a),(b),  p(1+B) (a),(b),
(B—A4) (c—a—b-2) (B—A) (c—a—b-3),

|
ne

(3.3.10)
Condition (3.3.10) is necessary and sufficient for 7, (z) is defined by (3.3.5) to
be K(A,B).

PROOF: Since h(z) defined by (3.3.2) In view of lemma (3.2.1),we need

only to show thatin{(l+B)+n—(A+1)}(1+,um)Mg(B_A>

(e),. (),

(3.3.11)

The left side of(3.3.11) converges if c>a+b=3

NOWin{(l—l—B)—{—n _(A+1)}<1+Mm> (a>n71 (b)nfl

"= <c>n71 <1>,171
S (n+2){(1+ B)(n+2)—(4+ D} {1~ o+ (n-+2)) ((63 ((f))nl

Putting n+2=(n+1)+1, we have

15



=S[00+ B)uln+ 1) +{(14 B) (1428~ A} (n 1)

+{(1+2B—A)+ u(B- A)}]—((i;: Ell)))::
(1+B)§:(n2 +2n+1) <2'5“ (1(31))”“ +H{(1+B)+p(1+28—4)}.
— M(1+B)§:(n+l)2 ((ac))"“ Ell)))”“ +{(1+B) +u(1+ZB—A)}in+1 %
(b) x ~ (a +l(b
SJo e - aio- 3 -3 el
_ = n(a),,(5),, ~ (@), (8),.,
AR P T L AL P e T
+{Q2+3B—A)+2u(1+2B— 4) }Z% i ‘3 E[;))
,u(H—B)i(n—l—l)%%—{H—B )+ n(3+4B—4)}
x\(a),,(b), = (a), (a), (),
By +{(2+3B—4)+p(3+4B— A}; " ),, L(B— A);(C)n 0
:“(HB),,ZDO;(;?)H 2]1))) “2 1 {(14+B)+pu(4+5B—4 }Z%jt
- s O g (), (8),
+{@+3B—A)+2u(1+2B A)}Z B0 +{(B A)}; 0,
— (1+B)foj—(2)”(l()l))“+{(1+B)+u(4+53 A}z; ‘(’Z)+z(’(91);+2+
(@) )y | n(a),(0),
{(2+3B—4)+2u(1+2B- 1}+Z; o)., +(B A);(C),,(l)n

Since (a) , =(a) (a+k) .
We may write the (3.3.12) as

(), (8), = (a+3), (543),
= ) T L e ),

+{(1+B)+ pn(4+58—4)}.
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(a+2) (b+2)

( 00
' (c)2 Z:O c+2) (l)n

“{(2+3B—4)+2u(1+2B— 4)}.

+1) (b+1)

ab & (a+1), ~ ()_ -
D DR GREE ry  CR)

:,UL(HB)(a>3 (b), F(a+3,b+3c+31)+{(1+B)+u(4+58—4)} .

F(a+1,b+1;¢c+1;1)(B— A)F(a,b;c;z)— (B — A)

(a),(0), D(e+3)T(c—a—b-3)

(
(c) F(c a)F(c—b)
)T

(4),(8), T(e+2)0(c—a—b-
(¢),  T(e—a)T(e=b)
abF(c—a)F(c—a—b—l)

T T(e—aTe—p) A

= u(1+B) {1+ B)+pu(4+58—4)}.

) +{(2+3B—4)+2u(1+2B— 4)}.

F(c)]."(c—a—b)
F(c—a)F(c—b)

—(B—4)

e T(eT(c—a=b)|  {(1+2B—4)+2u(1+2B—A)}ab
=5 A)F(c—a)F(c—a) (B—A)(c—a—b-1)
A0+B)+p(a+5B—A)}  (a),(b), p(1+B)(a),(0),

' (g_,@ (—a—b-2),  (B-Afc—a—b-3 >

This last expression is bounded above by (B —A) if and only if (3.3.10) holds.
Since A, (z) is defined by (3.3.5).The condition (3.3.10) is also necessary for

h, <z) to be in K (A, B) from Lemma (3.2.2).

COROLLARY 3.3.4: If we take = 0, then Theorem (3.3.2) becomes. If
we take ita,b>—1,c>0andab <0, then a necessary and sufficient
condition for h(z) to be inJ" (A,B) is thatc >a+b —H—(A —i—B)ab/(B —A).

The condition ¢ >a+b+1—ab is necessary and sufficient for h(z).
THEOREM 3.34 : If a, b>-1 a b>0 and c>a+b+3, then a necessary and
sufficient condition for h (z) to be in K(A,B)is that

17



p(1+ B)(a), (b), +{(1+ B)+ u(4+58— A)}(a), (), (c—a—b—3)+
+{(2+3B—A) +2u(1+2B—A)} abc—a—b—3), HB—A)(c—a—b-3),>0

PROOF: Since h(z) is defined by (3.3.7) .In view of Lemma (3.2.2) ,

We must show that
(a + 1)n72 (b + 2)1172

(c+1),,(0),,

The left side of (3.3.14) converges if ¢> (a +b —|—3)

—{(B—4)

Z {0+ B)n—(A+1)}(1— p+ pun)

Now
- (a+ 1)n72 (b+ 1)”*2
; n{(1+ B)n— (4+ 1)1~ p+ un) (c+1), ,(),,
} 1) (b+1
Z (n+2){0+B)(n+2)—(4+1)}H{1- u+u(n+2)}%

Writing n+2=(n-+1) +1 , we have

2

:f:[,u(1+B)(n+1)3+{(l+B)+,u(l+2B—A)}(n+1)

+{(1+ZB—A)—l—u(B—A)}(n+1)+(B—A)](a+1)"(b+l)"

(e+1),(1),,,
- (a+1),(b+1),
:M(1+B)§_jo(n +2n+1) (c+1), (1),
+ {0+ B)+p(1+2B- A)}Z (n+ 1)(a+i)1)(b(1+)1)

SR s

Zxﬁ a+ )% by {438 A) 21425 )

(a—i—l)n (b+1) = (a+1) (b+1)

> e, AT
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- <a+1>n+l (b+1>n+

:M(I—FB);(IH-I) ) L+{(14+B)+pu(3+4B—4)}.
.i(a?l) 1)(bzr)1) +{(2+3B-4)+2u(1+2B— 4)}.

+1) (b+1) +1) (b+1)

(a ,1 « (at ),
e m, T

- M(1+B)i (a?lhl)(lgl;l)”“ +{(1+B)+ p(4+58—4)}.

SO o sy 26 )

@i (41, e e (@) (),
D P N (DR SR Py Pl o ey ()

= (a+1) (b+1) +{(1+B)+p(4+5B—A)}.

=p(l+B))_

= (o), (),
(a+1),,(6+1)

e i

L {(243B—4)+2u(1+ 2B - 4)}.

(a+1) (b+1)

D )
a+1),(b+1), & (

e+, 2% [or), 0,
(a+1)(b+1) X (a+2),(b+2),
et 2 (c+3).0), 1
< (a+1) (b+1 )

o NGl e
(a+

ab
{(2+3B—4)+2u(1+2B—A)} F

:,u(l—i—B)(

(B— A)ab

1b+l c+ 1)+

(B—A)E (a,b;c,l)—(B—A)E

(a+1),(b+1), F(c—3)F(c—a—b—3)
(c+1), F(c—a)F(c—b)
(a—i—l)(b-i—l)I‘(c—l—Z)F(c—a—b—?_)
(c—l—l) F(c—a)l"(c—b)
F(c+1)F(c—a—b—1)

F(c—a)F(C—b)
c F(b a)F(c—a—b)_ B c
ab F(c a) (c—b) <B A)[ab]

:M(1+B)

+{(1+ B)+ p(4+5B— 4)}

+{(2+3B-4)+2u(1+2B—- 4)}

+(B—A4)—
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F(CFchl)—FcE)cr_(j:Z)_l) M(A+B>%+{(1+B)+u(4+5b—A)}.
(a+1)(b+1)+{(243B— A)+21(14+2B— A)} (c—a—b—2)

ab

c

+(B—A) -

—(B—A)

C

This last expression is bounded above by (B—A) if and only if

ab

:[u(l—kB)%—k{(l—kB)—kuM—FSB—kA)}(a—H)(b—i—I)
c—a—b—-2),

+{(2+3B—A)+2u(1+2B—A)}(c—a—b—2)—i—(B—A)—i—( . <0
a

Which is equivalent to (3.3.13).
COROLLARY 3.3.5: If we take t=0,4=(2c—1)3 and B=(,then the
theorem (3.3.2) becomes. If a,b>—1,c>0 and ab<0 , then a necessary

and sufficient conditions for h(z) to be inJ* (Oé, ﬁ) is that
c>a+b+1-(1+8)ab/26(1-0a) .

The condition ¢ >a-+b+1—ab is necessary and sufficient for h(z) to be in

J* .The following theorem are parallel to the theorems (3.3.1) and(3.3.2) for

the convex case.

COROLLARY 3.3.6: If we take u=0,then the theorem (3.3.3) becomes: If
a, b>0 and c>a+b+2, then a sufficient conditions for 4, (Z> to be in K(A,B)
—1<A4<B<1 is that

D(c)T(c—a—D) +(2—|—SB—A) ab N (14+B)(a),(b),
F(c—a)F(c—b) (B—A) (c—a—b—l) (B—A)(c—a—b—Z)z_

This condition is necessary and sufficient for /4 (Z> defined by(3.3.5) to be in

corollary in K(A,B) .

COROLLARY 3.3.7: Ifwe take .If we take p=0 ,4=(2cr—1)3 and B=,

then Theorem (3.3.3) becomes:

20



If a, b >0 and c>a+b+2, then a sufficient conditions h;(z) to be in K(a,

B),0<a<1,0<B<l1 is that

(e)T(c—a—b)| (2+48-208)  ab (1+5)(a),(b), | _,
Tle=a)T(e=b)|  26(1=a) (c—a—b—1) 25(1-a)(c—a—b=2),|"

This condition is necessary and sufficient for hi(z) is defined by(3.3.5) to be
in K(A,B).

COROLLARY 3.3.7: If we take u=0,then the theorem (3.3.4) becomes:
If a, b>-1,ab<0 and c¢>1+b+2, then a necessary and sufficient condition for
h(z) to bein K(A,B) is that

(14 B)(a), (b), +(2+3B—A)ab(c—a—b—2)+(B—A)(c—a—b—2),| >0

COROLLARY 3.38: If we take 4=0,4=(2a—1)3 andB=§ then

theorem (3.3.4) becomes: If a, b>0,ab<0 and c>a+b+2, then a necessary and

sufficient condition for h(z) to be in K(ap) is that

[(1+6)(a)2(b)2+(2+46—2a6)ab(c—a—b—2)+2ﬁ(1—a)(c—a—b—2)]20
3.4 MAPPING PROPERTIES OF INTEGRAL OPERATOR
I(2):

THEOREM 3.4.1: If a, b>0 and c>a+b+2, then a sufficient condition for I(z)
defined by (3.1.6) to be in K(A,B),-1<A<B<l, is that

L(2)T(c—a—b)[, {(1+B)+u(1+2B—A)}ab  p(1+B)(a),(b),
F(c—a)F(c—b) | (B—A)(c—a—b—l) I(B—A)(c—a—b—2)2

<2 (3.4.1)

PROOF: With the help of Lemma (3.2.3) and theorem (3.3.1),the proof is

obvious.

COROLLARY 3.3.4: If we take p=0,then Theorem (3.1.1) becomes: If a,
b>0 and c>a+b+2 , then a sufficient condition for I(z) defined by (3.1.6) to be
[(c)T(c—a—b)
F(c—a) F(c—b)

(4B

inK(A,B),-1<A<B<listhat +
mi(4.5) istha (B—Ac—a—b1

(3.4.2)
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COROLLARY 3.3.2: If we take p=0 ,then the theorem (3.1.1) is a
sufficient for I(z) defined by (3.1.6) to be in K(a,B), 0<b<1,0<B<I is that

[(c)T(c—a—b) (14 8)ab
Tle—a)l(c—b)| " 28(1—a)(c—a—b-1)| "

THEOREM 3.4.2: If a, b>-1,a,b<0 and c>a+b+2 , then a necessary and
sufficient conditions for 1(z) to be in K(A,B) is that

1(1+B)(a), (b), +{(1+B)+p(1+2B— )} ab(c—a—b—2) +(B—A)(c—a—b—2),|>0
COROLLARY 3.4.3: If we take p=0, then the theorem(3.4.2) becomes. If

a, b>-1,ab<0 and c>a+b+1, then a necessary and sufficient conditions for I(z)

to be in K(A,B) is that

cza+b+1- %

COROLLARY 3.4.4: If we take p=0 ,A=(20-1)pB and B=f then the theorem
(3.4.2) becomes: If a, b>-1 ab<( and c>a+b+2 , then a necessary and sufficient
conditions for I(z) to be in K(a, B) is that c>a+b-+1-ab(1+)/2B(1-a)
REMARK: If we take p=0 ,A=(20-1) and B=1 , our results concede with

corresponding results of Silverman

fkkdhdhddd
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CHAPTER 4

CERTAIN SUB CLASSES OF ANALYTIC FUNCTIONS
RELATED TO COMPLEX ORDER (I)

4.1 INTRODUCTION:

If f/ and g are any two functions in such that f and g defined by (1.1.1) by
f(g)= z+2anz” And g(z)= z+2anz"
n=2

n=2

Then the Convolution Techniques or Hadamard products of f and g is denoted

by f*g is defined by the power series.

(feg)(z)=z+ ab,

Now, we have introduced the class V()\, A, B, b,) of the Analytic Functions
of Complex Order b, by using the Convolutions Technique, as defined below.

A function f of A belongs to the class V()\,u, A, B,b) If and only if there

exists a functions W belonging to the class xsuch that

DY f@) ), I+ dw(z))
1+b[—z 1=(1 ;L)-f-u[—l_'_Bw(Z)], eu, (4.1.1)

Where—1<B<A<1,0< pu<i,A>—1

X . (@)
D f@)Zm*ﬂﬂZ%

Where . Ruchewyeh] observed that

z(zAflf(ZDA

D)= =

It is easy to see that the conditions (4.1.1) is equivalent to

DM f(2) »
z

u(A—B)b—{BDMf(Z)—l}

z

<lzep

By giving the specific values to A, B and b in (4.1.3). We obtain the following

sub classes studied by the various researchers in earlier works.
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I. For p=1, A=1 and B=-1, we obtain the class of the functions f is satisfying

the condition.

D)\+1f(z) .
Z <Lzep
A+l >
2b—B{D /() —1}
z
For b= (cosa)e™,we obtain the class of function f satisfying the
Condition.
A+l
‘ WD)
= <Lzep
A1 ’
,u(A—B)b—Bem {Df(z)—l}
z
Wherea € —g,%] For u=1 and b=1, we obtain the class of function f is

satisfying the condition.

‘ Dk&f@)_l
ZM <lLzepu
A—B{D f(Z)—l}
z

For p=1,A=1-2a,B=-1 and b=1,We obtain the class of functions f satisfying

the condition.

‘ D)‘Hf(Z) . ‘

<Lzep

z
‘lwf(z)_a_'_za)
z

Where 0 <a <1,

II. For p=1 andA\=0.We obtain the class of functions f satisfying the

conditions.

IO
\b(4—B)—B{f'(z)-1}]

<lLzepu
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Where D(f(z)) = f*(z).This function is studied by Dixit ,K.K and Pal, S.K
[58].

III. For p=1 and b= (cosa) ¢ and\ =0, we obtain the class of function fis

satisfying the conditions.

I el W P
‘Be’“f’(z)—Acosa—l—iBsinoz‘ EEH

n n

b

Wherea € is studied by Shukla, and Dashrath For p=1,b=1,

A = 0,we obtain the class of function f is satisfying the conditions.

_ St <l,ze
‘{Bf<z>—A} ey

This is studied by Goel, and Mahrok For u=1,A=6 ,B=6 ,b=1 and

A =0,we get the class of function £ is satisfying the conditions:

/

—1

f,L <b,ze

S(z)-1

, For p=1,A=(1-2P)% ,B=-0 b=1 and A\ =0 we get the satisfying the condition:
/
—1
f (Z) +1-2p

Where0 < P <,0< 6 <1 this way, we come to near the study of the class
V()\,M,A,B,b) . The study of my thesis possesses nine parts, In part 4.2,

we provide some lemmas that have necessity in the succeeding sections of this

chapter. In the part 4.3,we have displayed the containment relation between

V(Ao 1t, A, B,b) eV (A, 1, 4,B,b) where); > \. In the section 4.4,we have

received the coefficient for the function f(z)  belonging to the class

V(X 1, 4,B,b).In section 4.5,we have obtained the many condition in term

of coefficient for the function f belonging to the class ()\, ,u,A,B,b).
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In the part4.6,we got the maximization of|a3—6a2| for the complex
value of over the class V(A,M,A,B,b) In section4.7,we have observed

distortion properties of class V()\,,u, A,B,b) In part 4.8,we have investigate

the class Preserving Integral Operator of the form(4.8.1) for the class

V()\, 1L, A,B,b) .In the section 4.9,we have received the Closure Properties for

the classU (\, u, 4, B,b).

4.2 PRELIMINARY LEMMAS:

In this part, we describe the Lemma 4.2.1 and 4.2.2 and prove that the

lemma (4.2.3) that our need in our observation.

LEMMAA4.2.1: If a function W is analytic for |z| <r<1,w(0)=0 and

‘w(z)o‘ = max|z| = r|w(z)|,
Then
zow'(zy) = w(z,) (4.2.1)

LEMMA 4.2.2: Let WV (z)= ickzk be analytic with|w(z)| <1 in U.Ifd
k=1

is any complex number, then

‘cz - dcf‘ < max {1,

d|} (4.2.2)

Equality may be attained with function W (z)=z* and W (z)=z

LEMMA 4.2.3: A function fbelong to the class V(A u,4,B,b)

—1<B< AL]1. Ifand only if

|H (z)—m|<M.z€u, (4.2.3)
Where
A+l
H(z)= 141 D), (4.2.4)
b z
- By(A—B)
(1-5)
and
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p(4—B)
[y

(4.2.5)
PROOF: Suppose that f €V (X, u, 4,B,b).Then form (4.1.1) .We get

14+ B+ pu(4—B)W(z)
1+ BW(z)

H(z)=

There fore

1—m~+B+ u(A—B)—BmW(z)
1+ BW (2)

H(z)—m= (4.2.6)

_y B+w(z)

=M M@

It is clear that the function h (z) satisfies |n(z)| <1 .Hence (4.2.3) follows

from(4.2.7).
Conversely, suppose that the condition (4.2.7) holds.

Then we have

<1

‘Mﬂ
M M

p(z)—p(0)

1=p(0)p(2)
Clearly W (0) =0 and | (z)| <1
Note- The condition (4.2.3) can be written as

(1-B)H (2)~1+p(4-B) 1 | 1
1u(A—B) TV

zZEeu

Now as B<<<<-1, the above condition reduced to

Re{H(z)}>%{2—u(l+A>},z €u,

Which is covalent to (4.2.1) when B=-1. Thus including the limiting case
B<<<-1 The results proved with the help of above Lemma will hold for
—1<B < A<L1. Throughout this chapter H (z), m, M are given by (4.2.4),
(4.2.5) and (4.2.6) respectively.
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4.3 CONTENTMENT RELATION:

THEOREM 4.3.1 Let )\, be any integer such that \;> .

Then

V (N1, 4,B,b)cV (A, i, 4,B,D)
(4.3.1)

PROOF: In order to established the required result .It is show that
V(A+1p,4,B,b)cV (X pu, A,,b)

Let f eV (A+1,u,4,B,b) , choose the function such that

H(z)= I+ {Bl‘:—l;(;f;)} Wez) (4.3.2)
Where W (0) =0 and w (z) is either analytic or meromorphic in u. It is easy to
verify that
F(Df(2)=(A+2)D*? f(2)—(h+ 1D f(2) (4.3.3)
Differentiating (4.3.2) and using (4.3.3)we get
1+%[%-1J(—m) (43.4)

_ (1—m)+{B—|—u(A—B)—3m}w(z)+M(A_B) w'(2)
14+ Bw(z) A+2 (1—|—Bw(z))

Let »* be the distance from the origin to the pole of W(z) is nearest to the
origen. Thus W (z) is analytic in the disc|z| <7, =min(+",1) .By the
Lemma4.2.1, for|z| < r(r <r,) , there exist the point Z; such that

ZW'(Z,)=W(Z,)>1

(4.3.5)
From (4.3.4) and (4.3.5) ,we have
1D fE) ||, — M)
1+b{ - 1} m= R(ZO) (4.3.6)

Where
N(zy)=(1=m)(A+2)+[(1=M)(A\+2) B+{B+u(4—B)— Bm}|

(A +2)+u(A=B)W(Z,)+ B(A+2){B+u(4—B)—Bm}W*(Z,)
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And
R(Z,)=(A+2){1+2BW (2,)+BW"(Z,)}.
Now we suppose that it was possible to have
M (r,W)=max W (z)|=1]z| =7
For somer <7, <1. At the pointZ,, where this occurs, we would have
W (Z,)|=1. Then using identity 1.m = BMadbB + j1(A—B)—Bm =M, we
have.

‘N(Zo)z Mz = a+2B8Re{W (z,)}

Where
a=p(4—B)€|u(4—B)+2(\+2)M (1+B) |
and
B=2eu(4-B)MB(A+2) (4.3.7)
N (z,) —M*[R(Z,)] >0
Provided a+2p>0

Now, In view of the fact u (A — B) > 0, It n follows that

a+28=p(A—B)e|u(d—B)e+2(A+2)M (14 B)'|>0

and

a+28=pu(A—B)e|u(4—B)e+2(A+2)M (1+ BY | <0

Thus from (4.3.6) and (4.3.8) .We get But this is contrary to (4.2.4).So, we

cannot have M (r,w)=1. Thus|¥(z)|=1 in|z| < 0.Since W(0)=0, It

w(z)

cannot have a pole at|z| = r,.Therefore W is analytic in ;. and satisfies belong

toV (X, i, 4, B,b).
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4.4 COEFFICIENT ESTIMATE:

THEOREM 4.4.1 : If function f defined by (1.1.1) belong to the class

V(X 1, A4,B,b) then

wa-Bp|
n| — a</\,n) ,n_2:3'-- (441)
Where
(\n)= A 4.42
a(A\n)= A1l (4.4.2)

The inequality (3.4.1) is sharp.
PROOF: Since f/ €V (A, u,4,B,b) . We have form (4.1.1)

D' f(2) _ 1+{,u(AfB)b+B} w(z)

(4.4.3)
z 14+ Bw(z)
Where w belonging to the class H .
From (4.4.3), we have
A+l A+l
D—f(Z)_H_ M(A—B)b—i—B{D—f(Z)—l} w(z)
z z
or
2304()\,j)ajz"71 = /QL(A—B)b—l—Bz‘:oz()\,j)ajzj*1 (4.4.4)
j=2 j=2
Where

W(z)= Zt ij
j=1

Equating the corresponding coefficients on the both sides of (4.4.4), we find
that the coefficients on the left hand side of the (4.4.4) depends only
on the right hand side 0f(4.4.4). Hence for/ >2. It follows from

n—1

(4.4.4) that

icja(/\,j)ajzf1 + zoc: a’f1 u(A—B)b+BnZI:a(/\,j)ajzjl}w(z)

Jj=2 j=n+1 j=2
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Here d, are some complex numbers. Since|WW(z)|<1,by using Perceval
Identity, we get

So{a ) Jaf P+ a2
j=2

n+l

< (A= BY P + B {a () Jo [ )
j=2

<u*(A—B) b’ + Bzi{a(/\, j)}2 \a j\z
=

Taking(r-1) on the left hand side of the above inequality, we have obtain the

result
00 n—l
Z{a()\,j)}z ‘aj‘z <u? (A—B)2 |b|2 +BZZ{(1(}\,]’)}2 ‘ajr
j=2

j=2

Thus

n—

{a(um)f [a,]" <2 (4= BY [6) ~(1-B)n=Y{(\N) |a,| <u* (4-B) of

J

||
[N}

Hence

_n(4=B)ld]

=2,3...
" a()\,n) e

a

In order to established the sharpness, we consider the function f is given by

1[ D f(2) 1+ 42"
I+—|—————1|=(1—p)+ p|————|,n=2,3...
b[ z 1=#) "lire )"

We observe that

z

{DHZf(Z) - 1} ‘

<1
D’\Hf(z) B 1}

z

u(A—B)b—B{

Hence f €(A+1,1,4,B,b).1t is easy to compute that the function f has the

expansion.

n(4=B)f| ,

f(z):Z—l— a()\,n)

Showing that the estimate (4.4.1) is sharp.

31



THEOREM 4.4.2: If f 1is defined by (1.1.1) belongs to the class
V(A+1,u, A, B,b) ,then

(1-8) > {a ) Ja | < (4= B |of (44.5)

Where or(1, /) is according to (4.4.2).

PROOF: Since [ €V (A+1,pu,4,B,b) ,we have

LD"/@ I+ Aw(z)
1+b{ 2 1}_(1 M)+M{1+BW(Z)}

Where w(z) = itjzf is analytic in u and satisfies w(0)=0 and|w(z)| <1

J=1

forz €u .Hence

>oa()az =

Jj=2

o0

(e

j=2

On solving, we get
00 n—l1
> {a i) faf <ut(4=BY 1o} +BY {a(\ ) [a)
j=2 j=2
Or

o0

(1-BF S o o] <ot (4-BY|of

=2

4.5 SUFFICIENT CONDITION:

THEOREM 4.5.1: Let the function f is defined by(1.1.1) be analytic in u

If, for 1-<B<0, i(l—B)a()\,n)|an|§u(A—B)|b

n=2

defined by(4.4.2),then f belongs to the class V()\—i-l,u,A,B,b) .The result is

,wherea (A, n) is

sharp. Although converse need not to be true.
PROOF: Suppose that the inequality (4.5.1) holds. Then, for z € u,
We have

l)A+{f(Z)
z z

_‘M(A_B)HB{MJ\
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o0

> a(An)a,z""

n=2

ia A, n
n=2

— |,u(A —B)b+ Bia ()\, n) az""

n=2

{,u(A — B)|b| + Bi a(\,n) |an | r”l}

a(\,n)|a,|—pn(4—B)[b|— BZ (An)|a,|

=2

= (1—B)a(/\,n)|an|—,u(A—B)|b|
n=2
<0

Hence it follows that

{D“lf(z) _1}

z
D/\Hf(z) B 1}

z

<l,z€u
,u(A—B)b—B{

Therefore f belong to the classV (A +1, 1, 4, B,b) .We note that

f@=z-"F

m,nzll..

is an external function with respect to above theorem, since for this function.

‘ {D)\Hf(z) _1}

z

=1

u(A—B)b—B{DMf(Z)—I}

z

For |z| =1, and the inequality is attend in (3.5.1).
In order to show that converse need to be true, we consider the function f
given by(1.1.1) defined by

D"'f(z) 14+{B+u(A—B)b}:z
z B 14+ Bz

Where —1< B <0,z €u .Then it is easy to verify that

_ mA- B)b(—B)"
! a(\,n)

But
S (-B)a(\,n)|a,|
n=2
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>(A4-B)p|
Hence, the converses need not to be true.

4.6 MAXIMIZATION THEOREM:
THEOREM 4.6.1: If the function f is defined by (1.1.1) and it belong to

the class V(A +1,u, 4, B,b) .If § is any complex number, then

A—B)|b|
—8a? <,u(— 1|d|},
‘a3 az‘f (0 5) max{ | }
Where
B{a(\2)Y + u(A—B)bs{a, (A3
d— {Oz( )} + 1l 2) {Oz( )} (4.6.1)
{a(\,2)}
The inequality (4.6.1) is sharp.
PROOF: Since f belongs to the class V(A +1,u, 4, B,b),
We have
1| D' f(2) 14 Aw(z)
I+————=—1=(1— —_—, 4.6.2
+b{ - (I=n)+n 1+ Bw(2) (46.2)
Where
w(z)= zoo: C,z" is analytic in u and satisfy the conditions w(0) = 0, w(z)| <1
k=1
From (4.6.2) ,we have
{D)\Jrlf(z) _1}
z
w(z) = Y
M(A_B)b_g{w_l}
z
S a(An)a,z"
— n=2
ula=b)-b> a(A,n)a,z
n=2
2
Bla(2,2 22
- (i) azra(az)+ la(12)} +a’z
u(A-B) u(A-B)A

And then comparing the coefficient of z and z” on the both sides, we

have
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_a(A,2)a,

| =

(A—B)b
and
. o3 B{a(\2)}a;
P u(A-B)b pA(A- B
Thus
n(4=B)be
“TT a0
and
_ (A= B)b(c, — Bey)
} a(\,3)
Hence
a,—6a; :%_’Z)b( : —dcf)
Where
~ B{a\2)} +u(4—B)bs{a().3)}
{a(r2))
Therefore
o, tui| = 2,

Using the Lemma (4.2.2) in the above equations, we get

a, —oa*|< M(A B)|b| max {1
|, —8a3| < {1,

Since the inequality (4.2.2) is sharp, so that the inequality (4.6.1) must also be
sharp.

4.7 DISTORTIAN THEOREM:
THEOREM 4.7.1: If f belongs to class V(A+1,u,4,B,b)

RG{DMI f(z)} . (1= B?)— uBr( /11_ ;) %e(b) —(A—B)|p|r
—Dbr

(4.7.1)
zZ

And
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Re{D“1f<z>}g (1=B) B (A= BReG) A= Br -,

z 1— B*?

The inequalities (4.7.1) and (4.7.2) are sharp.

PROOF: Since f belongs to the class V(A+1,u,4,B,b) ,we have

1—1—%{%—1}:(1—u>+u{%}:(l—#)+up(z) (4.7.3)
Where

P(z) = {1+ aw(z)} /{1 + Bw(z)}
It is well known that the transformation P(z)={1+ Aw(z)}/{1+ Bw(z)}

maps the circle equations (4.7.2) and (4.7.4) yield

p(z)—{ll__;f:;} < (1@;: 2) 79
1D 1)

“+b{ z 1}{1/13;»2} _(4=B)r

‘ [ -8 ||~ (1-B7)
Or

‘Dmf(z)_{(1—Bzr2)—buBrZ(A—B)}‘ _n(4-B)plr

‘ z (1-8%) ‘_ 1—B*?
Hence

Re{Dmf(Z)}Z (I_Bzrz)_M(A—B)Brz Ije(b)—u(A—B)|b|r
z 1-B7r

And

. { D f(z)} . (1-B"7)— (A~ B) Br Re(b) —u( A—B)| |

z 1— B

By considering the functions f is defined by

D f(z) _ 1+{u(4-B)b+B|
z 1+ Bze"

3

» _ |p|—Bzb

Where, ¢ =———
b— Bz|b|

36



We find that bounds in (4.7.1) and (4.7.2) are sharp at z =e". respectively
4.8 OPERATOR:

THEOREM 4.8.1 : Letr be a real number such that » >—1. If f belongs

to the Class V(X u,4,B,b) then the functions F is defined by
F="H f £ F(t)dt (4.8.1)
z 0

Also belongs to V' (A, i1, 4,B,b).

PROOF: From (4.8.1), it easy to verify that

/

z(D'F(2)) =(r+1)D*'F(2)—rD*"F(2) (4.8.2)

Suppose that

H(2)

_ 14+{B+u(4—B)}w(z)

B (4.8.3)

Where
A+1
HI(Z)ZHL{D_F@_I}
b z

w(0)=0 and w is either analytic or meromorphic in u.

Differentiating (4.8.2) and using the identity (4.8.2),we get

A+1
H;{D_F(z)_l}
b z

—m

(1—m)—|—{B—1—,u(A—B)—Bm}w(z)+M(A—B) ZW/(Z)

1+ Bwz (r=1) {1+ Bw(2)V

The required result can be obtained now from (4.8.4) by using the same

technique as applied in (4.8.4) in proof of theorem (4.3.1).

4.9 CLOSURE THEOREM:
THEOREM 4.9.1 : If the function f and g belongs to the class

V(\u,4,B,b) and 0<S<1 then the function F is given

F(z)=sf(z)+(1—s)g(z) also belongs toV (X, u,4,B,b).
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PROOF: Since f and g belong to the classV(/\,,u,A,B,b),by Lemma
(4.2.3), we have

A+l
HL{D_J’(Z)_I} I
b z
and
A+1
1+%{D—g(z)—l} —m|<M,z€u
z
Therefore
A+1
1+1{D—F<Z>_IH_M‘
b z
z
A+1 A+1
—|s 1+%{D—F(z)—1} (- 1+%{D—g(z)—1} —m
z zZ

< —m|+ (1—ys) —m

1 DY f(2) -
1+b{—z 1}

1 D g (z2) -
1*5{— 1}

z

<SM+(1—-s)M =M
Hence f eV (\u,A4,B,b).

skesfeskeoskoskoskoskok

38




CHAPTER 5

CERTAIN SUB CLASSES OF ANALYTIC
FUNCTIONS RELATED TO COMPLEX ORDER (II)

5.1 INTRODUCTION:

In this Chapter, we have also introduced another class by using the

convolution techniques as follows. A function f of A belongs to the class

G(\, i1, 4, B,b) if and only if there exists a function w belonging to the class

H such that
e e R
b D f(z) 1+ Bw(z)
(5.1.1)
Where

—1<B<A<1,0< u<1,A—1,D"f(z) is defined by(5.1.1) and b is any non

zero complex number. Using the identity, we have
z2(D'f(2))' = (A +1)D*' f(2) =AD" f(z) in(4.1.1). we have

I+ ()\+1){DA+1f(Z)_1}<1_M)+M{1+Aw(2)}326u’

b D*f(2) 1+ Bw(z)
(5.1.2)

It is easy to see that the conditions(5.1.1) and (5.1.2) are equivalent to

(0 7)
DUf(2) (5.1.3)
; <l,z€u,
and
Z(D”’f(z))/
A+ —>—L—1
( “l D f(2) }
; <l,z€u,
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Respectively

This chapter is divided into six sections for the systematic study to the
class G(\,ud,B,b) .Section 5.2 provided some lemma that are used in
succeeding section of this chapter .In Section 5.3,we have obtained the

coefficient estimate for section f belonging to the class G (X, u, 4,B,b) In

section5.4,we have investigate the sufficient condition in terms of

coefficient, for the functions f belonging to the classG()\,,u,A,B,b).In
sections 5.5, we have determined the maximization of ‘c@—af‘ for the

complex of over the classG()\, 1, A, B,b).In section 5.6, we have found the
necessary and sufficient condition in term of convolution for the function f

belonging to class G (A, i, 4, B,b).

5.2 PRELMINARY LEMMAS

In this section, we state the Lemma (5.2.1) due to Robertson and prove a

Lemma (5.2.2), that are need in our investigations.
LEMMA 521 h(z)=3Jd [ 27,1 (z)=3|p, [ 7.4 =0
p=q p=q

If h(z)=w(z) , where w(0)=0 andd|w(z)| <1 in u, then dq=0 , then we

have,

2
(k=q+1q+2,.)

k 2 k—1
>l <X|p,
p=q

p=q-+l1

LEMMAS.2.2 : For a fixed integer k,k >3,

A—B)b—(j—2)B
Let MJ:M (A> %2) =23k (5.2.1)
i

|2

And
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(A D)(A+2) (At p—1)
(p—l)!

(P=2,3..)

Then

! [;ﬁ(A—B)2 |b|2}+§{‘u(A—B)b—(p—I)BZ‘}.

{(=)e(r 0}

2 P p
'{O"k)} j.HzM.il:jHZMj

PROOF: We shall prove (5.2.2) by mathematical inductions on k. A brief
calculation to show that (5.2.2) holds for k=3. We assume that (5.2.2) is
valid for k=4, 5...t-1, then for k=t

, the left side of (5.2.2) gives.

1

{(e=D)e(rn0)}

84— B)o—(p-1) 8- (p -1 HeWb)} ngﬂ

= j=

(4= B)Jp[ |+

2 (4= I + S {4 B)o—(p=1) 87 e} v,

1

{t=De(rey} +{lu(a=B)b—(e=2) B ~(=2) He (1)) TLa,

5 -1
. {(t=2)c(Ar-1)} LM, + t
— =M

e

{(t=1)e(r-1)}’ Atr-1) M, —(t—2)}{0(>\,z—1)}£[12Mj2 !

This concludes the proof of (5.2.2)
5.3 COEFFICIENT ESTIMATES:

THEOREMS5.3.1 : Let the function f is defined by (1.1.1) belongs to the
class G(\,p, 4,B,b)

Then
_m(4-B)p|

<=1 (5.3.1)

n

And if|j(A—B)b—B|<1 an n >3

Then,
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pl(A- B (n-2)
- (A4

(53.2)

n
n—1

Furthermore, if

(4= B)b—(n—2)B|>(n—2),n >3,

_|lp(4=B)p—(n-2)B]

Let
© (n+2)

be the greatest integer is less than or equal to the expression with in the
square bracket.

Then

H|M(A—B)Z—(j—2)3|for n=34,.M+2; (53.3)
J

Jj=2

an

1
<
B <)\ + 1)r171
And

e =) B (i—2)Bl8 1 4
|a,,|_ (m+2){(A+1) i:2|ﬂ( Bb—(J )B| orm >M+ (5.3.4)
) n—1 "

The bounds (5.3.1) and (5.3.3) are sharp for all admissible pu, 4, B,b,\ and for

each n.

PROOF: From (5.1.1), we have,

2(D'f(@)) ~D'f ) =[{u(A~B)b+B} D' ()~ Bz DS (&Y )| wi2)
(5.3.5)

Since

DAf(Z)zz—I—ZOC:C()\ pla z’

p=2

It follows that (5.3.5) is equivalent to

i c(\p)a,z" = Z{M (4=B)b—(p—1)B}c(\ p)a,z"|w(z),

p=2

Where a, =1. Using the Lemma (5.2.1), we have
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Z(p—l)2 {c(A,p)}z‘aP‘z §nz_]l|,uJ(A—B)b—(p—1)B|{c(/\,p)}2 ‘ap‘z

p=2

This simplifies to

2 L (4B [6f +
a| <——— | 2 2 21 2
el Y8008 o} elnr o
(5.3.6)
For every n=2, 3...

Or

n=2, we have

oy < |M’

(A+1)

This proves that (5.3.1)

Suppose that
|u(A—B)b—(n—2)B|<(n—2) and n >3 .Then it follows that
|i(A—B)b—(n—2)B|<(n—2) andn >3

Since all the terms under the summations in (5.3.6) are non positive, we obtain

u(A-B)Jo
|a"| - (n—l)c(/\,n)’n 23

This gives (5.3.2). However, if

|(4—B)b—(n—2)B|>(n-2).n>3

Then all the terms under the summation in (5.3.6) are positive. We shall
established forn >3 and n<M+2 from by mathematical inductions .For n=3,

we have,

2 _|u(A—B) [bHu(A —B)b— BI
|a3| <
(A+1)(A+2)

b

Which proves (5.3.3) hold (5.3.3) holds for n=4,5....k-1,then n=k,(4.3.6)
yields
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2 1 2
| < |- By |||+
o (k- 1)e(nh) pca=57" P
> {luta—Bp—(p=18 —(p—-DHe(hp)} [a,f

p=2

< 1

Ak =1e(nh))
A= B~ (-2
= (A1)

- |uw(A—B)b—(ji—2)Bf
= (A1)

12 (A—B)|p[’ +2{|M(A—B)b ~(p=DB[ ~ (=1 He(\ p)}’

J

By Lemma (5.2.2) .It is now that easy to show that (5.3.3) holds for
n > M + 2. Finally, Suppose n>M+2. Then we may write (5.3.6)

o < =By )pf +

e
{(n=De(nm)
+m§§{|ﬂ(/1 —B)b—(p—DB[ —(p- 1)}{C(Aap>}2 0,

+ i {|u(A—B)b—(p—l)B|2 —(p—l)}{c()\, )Y |a,[

< 1
{(n — 1)6’()\, n)}
1

SW[M(A —B)2>|b|2 + mZi{W(A— B)b—(p —1)B|2 —(p —1)}{C(A,p)}2 |ap|2'

s|pla—pr)ief +

r l(A—B)b—(j—2)B[
= (A1)

[(mt2)e(nm 3o |u(4-B)p -G-8 |
L =De(n) = (=)
(n—Z)! 2 mz+3| (A_B)b_( '—2)B|2
(m+ DI+ )(A+2) . (Arn—1)| = /

*gﬂuu ~B)b—(p =B —(p=D}{e(\.p)} |a, |
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By the application of Lemma (5.2.2) and (5.3.3) follows from above. For the

function f, (z) is given by and using the convolution technique we have,

P _{ 2(1+ B2) (A~ BYb/B(n—1),B =0

(1—z)" |zexp{(A—B)+B}bz"" [n—1,B=0

Where |,u(A—B)b—B|<1.Finally, the inequality (5.3.3) is sharp for the

function f(z) is given by

- { z(14 Bz)u(A—B)b/B,B =0
f;l * )AH =

(17_ [zexp{su(4—B)+B}bz|,B=0
Where

(4= B)b—(n—2)B|>(n—2),n>3.
REMARK: If we take =1 .

5.4 SUFFICIENT CONDITION:

THEOREM 5.4.1: Let f is defined by (1.1.1) be analytic in U. If

i{(n—l)ﬂu(A—B)b—(n—1)|B}c()\,n) a,| < p(4-B)p|,

(5.4.1)

Holds for some A>0, then the functions f belongs to the class

G (A 1, A4,B,b)
PROOF: Suppose that the inequality (5.4.1) holds. Then, forz €u ,we have

|2(D £ (2)) = D f(2)| —[{u(4— B)b+ BYD* £ (2)B(D" f (2))
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o0

Z(n - l)c()\, n)a”Z"

—‘M(A—B)bz+i{,u(A—B)b—(n—l)B}c()\,n)anz”
S (n—1)c(An)a, —lgﬂu(/l—B)b—(n—l)B|}c()\,n)
<i(n—l)c(A,n)|an|—u(A—B)|b|+:.ZZ{W(A—B)b—(n—l)B|}c()\,n)

— (A= B[]

r" r"

r" —,u(A—B)|b

an

an

an

REMARK: If we take y=1,4=1 B=-1. Theorem (5.4.1) coincides with the

corresponding result of Chaudhary.

5.5 MAXIMIZATION THEOREM

5.5.1 THEOREM Iff is defined by(l.1.1) belongs to the class
G (A, 11, 4,B,b)and§ is any complex number, then

la, — 63| <%}\i))|b|max{l, d|}, (5.5.1)
Where
. 26p(A—B)be(\3)—{u(4—B)b—BHc(\2))
{er2)f

The inequality (5.5.1) is sharp for each 6 .

PROOF: Since f € G(\, i, A,B,b) ,then we have
1 Z(D/\f(Z))/_ 1 14+ Aw(z) z
1+b{ D f(z) 1} ( M)—hu{l—f—Bw(z)}’ e”
(5.5.2)

Where w(z)=> ¢,z from (5.5.2), we have

k=1

2(Df(2)) =D’ f(2)
{1(A—B)b+ B} D f(z)— Bz(D* f(2))’

w(z) =
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nzo_c;(n —l)c()\,n)anz”

w(z)= !
w(A— B)bz + Z {,u(A —Bb—(n— l)B}c()\, n) a,z"
Or
w(z) = 1 ¢(A\2)ayz+2¢(N3)az” — {/UL(A_B)IJ_B}.{c(>\,2)}2 a,z" +...

(A—B) w(A—B)b

Equating the coefficients of z and z” on the both sides, we get,

p(A—B)bc,
a, =——F—5"—
c()\,2)
And
p(A—B)be, + (A—B)b{(4—B)—B}¢;
a, =
’ 2¢(A3)
Thus, we
w(A—B)b
a, _6‘122 :%(02 _dclz)’
Where
L 20m(A=B)e(\3)~ {4 B)b —bHe(A2)
fe(n2)}
Hence
‘a3 —6a22‘ = Mmax{l, d },

20()\,3)

Since the inequality (5.2.2) is sharp, so that the inequality(4.5.1) must also be
sharp.

REMARK: If we take 1 =1,4=1 and B=-1, theorem (5.5.1) coincides with

corresponding result
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5.6 CONVOLUTION CONDITION:
THEOREM 5.6.1: A function f belong to the class G (A, p1, 4, B,b)

) —u(A—B)bzx +|(A+1)+ X {in(4—B)b+(A+1)} B|2’
zZ)* A2
(1-2)
=0
(5.6.1)
In where, 0<|z|<1, X|:1 and X =1

PROOF: Let the function f belongs to the class G (\, u, 4, B,b)then

» I(I_M)+N{1+Ax(z)}

14 Bx(z)
(5.6.2)

|X|=1 and X =1 ino <|z| <1, is equivalent to

(14 Bx){z(D f(2)) = D' f(2)} —bp(A— B)XD" f (2) = Oin|z| >1  (5.6.3)
We know that

2D f(2)) = (A+1) D f(2) =AD" f(2)
(5.6.4)

Using (5.6.4) in (5.6.3) , we have,
(14 Bx){(A+1) D" f(2) =AD" f (2)} -
{1+ Bx+bu(A—B)} D" f(2) =0 in0>|z| <1 (5.6.5)

Since D f(z)= ;m *
(1—2)

—p(A=B)bzx +[(A+1)+ X { (A4~ B)b+(A+1)B}|2*

reduce to z )%
f( ) (1_2)/\+2

Which is required convolution condition. The converse part follows easily
since all the steps can be retracted back.

REMARK: If we take u=1,A=1and B=-1,theorem (5.6.1) coincides with the

corresponding result
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CHAPTER 6

ANALYTIC FUNCTIONS DEFINED BY
FRACTIONAL DERIVATIVE(])

6.1 INTRODUCTION:

Let J(P) dente subclass of Y(P)consisting of analytic functions and p-

valent functions which can be expressed in the form.

f(z):Zp—i‘aﬁn‘z’””,pen

n=l1
(6.1.1)
If fandg are any two functions in the class J(p) such that f is defined
by(6.1.1)and

OO

ga)=z"-)

b, """ pen (6.1.2)
n=l1

Then the Modified Hadamard Product of f and g, denoted by is defined by the
power series

(fr)D=2" -3

n=1

Eg (6.1.3)

an+p ‘ ‘anrp

Now, we have made known the classJ(4,B,p,6) of Analytic

Functions in terms of Fractional Derivatives Operator as defined below. A

function of J(P) belongs to the classJ (A,B, p,0 ) If and only if there exists a

functions w belongs to the class x such that.

Q(Z&P)f(z) — L+ Aw(z) , wherel < A< B <1
1+ Bw(z)
(6.1.4)
And
. I'(p— 1) . .
Q(Za,p)f(z) — (p 6+ )Zé—pD:f(Z)
'(p+1
(6.1.5)

Here D! f(z) denotes the Fractional Derivative of f(z) order and is defined by

son L d e f(s)ds
sz(z)_l"(l—é)dz«/;(z—g)é , Where0<6§<1 (6.1.6)
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Where 0 <6 < 1and f is Analytic Functions in a simply connected regions of z-
plane. The origin multiplicity of (z—c)is removed bylog(z—<) to be real,
when

z—¢>0

With D!/ (z) = /'(2)

The condition (6.1.4) is equivalent to

| Q(zz;j)f(z) __1 |<1,Z€u
| B £ (2)— 4|
(6.1.7)

By the specific value to A,B,p andd from(6.1.7), we obtain the following

important subclasses studied by researcher in earlier works.

[i]JFor A=2a-1 and B=I,we obtain the class of functions f satisfying the
condition.

| o1 |

0 £(2)—2a +1|

[ii]For , 0 =0 ,we obtain the class of functions f is satisfying the condition.
z P f(z)—1

Bz ?f(z)— A

In the sections 6.2 , we have obtained the necessary and sufficient

<B,z€u

<lLz€E€u

condition in terms coefficients for the functions f belonging for the class

J(4,B, p,0) .In section 6.3, we have investigated the Distortion Properties for
the class J(4, B, p,0).In sections 6.4 ,we have studied Integral Operator of the

form.

F(z)=<t2 [re-17@ar
z 0
(6.1.8)
When f € J(4,B,p,6) .In section 6.5,we have found the radius of p-

valent Starlikeness for the class J (A,B, p,0 ) In section 6.6, we have obtained

the radius of p-valent convexity for the class.J(4,B, p,6). In section 6.7,we

have obtained the results involving Modified Hadamard Product of two

functions belonging to the class J (4, B, p,§). In sections 6.8,we have obtained
the contentment relations related to the class.J (4, B, p,§).In sections 6.9, we

have investigated some Closure Properties for the class J (A,B, p,0 )

Note- In this Chapter, we assume that
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L(n+1+p)T(1+ p—96)
L(1+p)T(n+1+ p—6)

¢(n,p,6)=

6.2 NECESSARY AND SUFFICIENT CONDITIONS:

THEOREM 6.2.1 : A function f is defined by(6.1.1) is in the class

J(4,B,p,5) Ifand only if

> ¢(n.p.6)1+B)|a,.,|<(B-4)
n=1

The inequality (6.2.1)is sharp.
PROOF: Let|z|=1. Then

QA1 (z) -1~ [BA 1 ()~ 4

z"|<0, by the

2" _|(B—A)—BZ¢(n,p,5)‘ap+n
n=l

ny ¢(n.p.b)a,,,
n=1

< f:¢(n,p,5)(1+3)\ap+n\—(B—A)

hypothesis.
Hence, by the Maximum Modulus Theorem f € J (A,B, p,6 ) .

To prove the converts,

Let

n

z

‘ _i¢<n’p’5)‘ap+n

n=1

Q7 f(z)-1
| B — 4

V4

<lLz€u

n

V4

(B—A)—Bi¢(n,p,5)\ap+n

Since|Re(z)| < |z| for all z.

We have
Z(b(n,p,é)‘apﬂ‘zn
n=1

Re <1

Zﬂ

(B—A4)—BY é(n.p.8)a,,,
n=1
Choose the value of z on the real axis so thath(‘s’p ) f (z)is real. Upon the

clearing the denominotor in (6.2.2) and letting z —1 through the real value,

we have

This is the complete proof the theorem.
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The function

f@)=zr—— B4
I T U B (n pod)

This function is an external function.

z'.neN

COROLLARY 6.2.1 Let the function f defined by (5.1.1) belongs to class
J(4,B, p,0).Then
(B—4)

- (1+B)¢(n,p,6)
6.3 DISTORTIAN THEOREM:

THEOREM 6.3.1: f € j(4,B,p,6) .Then

, for every integer, ne N

‘ap+n

||p_(B_A>(1+P 5 p+1 |f | 12 - (B—4)(1+p- ‘5)|Z|p+1
(1+B)(1+p) - (14 B)(1+ p)
(6.3.1)
And
I'(1+ p) o = (B—A)T(1+p) | psn

I(1+p—6) (14+B)T(1+ p—6)
I'(1+p) o = (B—A)T(1+ p) e

ST(+p-0)" T (+BI(1+p—0)
(6.3.2)
Where zeU
PROOF: Since
(1+ p)(1+ B)
(1+p—0) ;‘ ZW fa,..| < (B=4)

It is evidently yields
(B—A)(14p—0)

Z‘ f’*"‘* (1+B)(1+ p)

Consequently, we obtain
@Iz =3 a,..

» (B=A)14+p—08),
e (v (P

£ @zl +pl™ Z\aw

<pp + 2
(14+B)(1+p)
This proves the inequality (6.3.1)
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Next, by using the second inequality (6.3.3), we observe that

o (B—4)

;gb(nap’é)‘a;wn S (1—B>

Now

20 1|2 | =36 p.oa,. [l
n=1

SJ S 6 p0)a,

n=l1
y (B=4) o

Z |Z| (1 _ B) |Z|

And

f@mﬂdﬁ#+fﬁw%ﬂhwzw
n=1

< |z|p +|Z|p+" Zd)(n,p,é)‘aﬁn

n=1

(B—4)

<’ +@| "

This has given the inequality (6.3.2).

6.3.1 COROLLARY: Under the hypothesis of Theorem (6.3.1), f|z| is

included in the disc with the center at the origin and radius r is given by
(B—4)(1+ p—0)
(1+B)(1+ p)

And D! f(z) is included in disc with its centre at the origin and radius R is given

I=1+

by

_ I(+p) (B—4)
R_FO+;€6JL%O—BJ

6.4 INTEGRAL OPERATOR:

THEOREM 6.4.1 Let ¢>—pif feJ(4,B,p,6) .Then the functions
defined by (5.1.8) also belong to J (4, B, p,§) .

PROOF: From the definitions of (5.1.8) and (5.1.1), it easily proof that

F(z)=2z" —Z‘n“n
n=l1
Where

+n
ZP
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+
=y gl
Therefore

S 6(mp.8)(14B)|n,..|

(c—f-p) ‘a
(c+p+n) "™

6(n.p.6)(1+ B,

<(8-4)
Hence, by theorem (6.2.1) F € J(4,B, p.,6) .

I
NgE

¢(n, p,6)

n

NgE

<

1

COROLLARY6.4.1: If feJ(4,B,p,6) .

Then

z

F(z):Z’Hf

0

% at feJ(4,B,p,6)

THEOREM 6.4.2 : Let c>-p. Also let F be the class J(4,B, p,§).Then the
functions f is given by p-valent in the unit disc |z| < R ,where

_inf |(14+B)(c+b)I(n+p)L(1+ p—9)
(B—4)(c+p+n)(n+1+p—9)
The result is sharp.

PROOF: LetF(z)=z"— i‘a
n=1

ner

zP*" EJ(A,B,p,(S)

p+n

Then from (6. 1.8) it follows that

S |c+p+n
:Zp— 2 { p ‘amnz
- | c+p

In order to established to required result, then we get,

ng)—p Spf0r|z <R|

p+n

e DY ] e

ct+p

n=l1

— 1 —P|<P
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apw}z" <p

i(ﬁn)[w]

(c —l—p)
(6.4.1)

But from the theorem (6.2.1),We obtain
e (1 + B)p

zlgb(n’p’é) (B—A) ‘ap+n‘ S p

n

The inequality (6.4.1)will be satisfied if

(p+n)(c+p+n)
(c-l—p—l—n)

"< qS(n,p,é)

‘ap+n

Foreachne N orif

|Z|<| (1+B)(c+p)L (p+n)T (14 p—0)
(B—A4)(c+p+n)T(p)T(n+1+p—0)|

foreach n€ N Hence f isp —Valent|z| <R .

Sharpness follows,if we take
F(z)= 2 — (B—A)T(14 p)T(n+14p—9)

(1+B)L(n+1+ p)T' (14 p—6)
6.5: RADIUS OF P-VALENT STARLIKENESS:

THEOREM 6.5.1 : If we takefeJ(A,B,p,é).Then f is p-valent

starlike of order(0 < a < p) in the unit disc|z| < R} ,where R’ =R/ (4,B,p,6)

(1+B)(p—a)T'(n+1+p)T(1+ p—9¢) ,
(B=A)(n+p—a)l(1+p)T(n+1+p—9)

inf
neN

PROOF: In order to obtain the result, it is sufficient to show that

#'(2)

AN
Let

< (p—a)f0r|z| <R’

F@=2=3a,. [

Then we have
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= (n+p—a) :
—|a zl <1
; (p_a) ‘ p+n“ |
(6.5.1)
But from the theorem (6.2.1), we have
< (1+B)
X5 st
Hence (6.5.1) will be satisfied if
(n—l—p—a) " (1+B)
zl < o(n,p,o
o-a) 1))
For eachne N

3| =

(1+B) (p—a) T(n+1—p)L(1+p—6)
(B—4)(n+p—a)T (14 p)L(n+14p—0)

Orif  |4<
Foreach ne N
The result is sharp for the function

(B=A)T(1+p)L(n+1+p—9)

nEN
(14B) T(n+1+4 p)T(1+p—0)

f@)=z" -

6.6 RADIUS OF P-VALENT CONVEXITY:

THEOREM 6.6.1: If / € J(A4,B,p,§),then f is p-valent convex of order

(0<a < p) in the unit disc|z| < R; where R; = R; (p, 4,B,6,a)

The result is sharp.
PROOF: In order to established that it is sufficient to show that

Zf//<Z> .
1+—; <(p—a)for|z| <R,

f'(2) i

, + N Zn

1+ <Z>—p é”z;(p il

f<Z> p—Z‘ap+n Zn
Therefore "

Zf”(z)
l+——~—p|<(p—a

f'(2) (p=a)
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i(p+n)(p+n+a)‘ "
= p(p—a) ’”"
But the theorem (6.2.1), we have
o0 (14 B)
; aln,p, ﬂ‘aﬁn‘ <1
Hence (6.6.1) will be it is satisfied if
+n)(p+n+ ;
<p n><p . a>‘ap+n‘ z
p(p—a)
< (%‘Ei)) a(n’p,é)‘apﬂ‘FOI' eachne N

or, if
<] B p =)Lt p)L (14 p—5)
(B—A)(n+p—6)L(p)L(n+p+1-0)|

Therefore f is convex in|z|<R;‘ .

neN

The result is sharp with the external functions of the form

(B=A)T(1+p)L(n+1+p—6)
(14+B) T(n+1—-p)T (14 p—6)

6.7 SOME RESULTS INVOLVING MODIFIED PRODUCT:
THEOREM 6.7.1: Let the function f; (z),where j=1,2,3,...m is defined by

p+n

f2)=2z"—

L7 (j=1,2,3,...m)

o0
f@=2"=3"la,..,
n=1

Be the classesJ(Aj,Bj.p,é) where j =1,2,3,....m, respectively.

Also let

{L}Jr ™ (gl

I+p] 1<j<m*"’

Then

(fi* fourS))(2) €T ZAZBJM (6.7.1)

PROOF: Smcefj € J(A B, ,p,é) where j =1,2,3,....m using by the theorem

(6.2.1), we have

id)(n’p’é)(l—’_Bj)‘ P+nj

n=1

And

<(B,—4,) (6.7.2)
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- (B,~4,) (1+p-9)
S

n=1

, each j=1,2,3,...m (6.7.3)

Using for any J, and (6.7.3) for the rest, we obtain

;¢(n,p,6)[1+jr[13j 1 a,., )|
{11{)_5} £[1<Bj N A/)
<——£
/‘:15[3*‘./‘0 (1 + Bf)
- mjlﬁB—ﬁA
< (1+p)| L= jjl J
min "
e, 18]
1<j<m
SEQ—é
j=1
1-)(1+p)
min
B
1<j<n -

Consequently, we have assertion (6.7.1) with the theorem (6.2.1).For 4, = 4
and B, = B,where j =1,2,3,....m .The theorem yields.
COROLLARY 6.7.1: Let the functions f,(z) where j =1,2,3,...mis defined

by f, (z)=z"-— i‘aﬁw}z”*”, be in the class J (4, B, p,§) .Also let
n=1

(ﬂ*, ..... fm)(z)ej(Am’Bm’p,é)
THEOREM 6.7.2 : Let the function f and g defined by (6.1.1) and (6.1.2)
respectively be in the classJ(4,B, p,5). Then [+ g(z) is defined by(6.1.3)

belong to the class J (4, B, p,6).with—1< 4 < B<1 where

(B—A4) (1+B-46)
(1+B) (1+p)

A< A(p,A4,B,6)=B+

The result is sharp.
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PROQOF: Since f.geJ (A,B,p,é) .Then the theorem5.2.1,we have
(14 B)

;¢ P:0 B A)‘al’*"él
(6.7.4)

And

o0 (14 B)
;gb(n,p,a)(BA)\bW <1
(6.7.5)

We have wish to find the value A,, such thatl-<4 <B for
(f+g)€J(4,B,p,6).Equivalently, we want to determine 4, , B satisfying

(14 B)

iqﬁ(ﬂ,p,é)m‘bpﬂ‘ <1

n=1

(6.7.6)
Combining the (6.7.4) and (6.7.5) ,we get the inequality

(6.7.6) is satisfied if

b

p+n

b

<u

ul ‘a ‘aern

p+n p+n

U = ¢(n,p,5)% for neN.

But from (6.7.7), we have

b

ptn

1
‘apﬂ §;,(nEN)

Therefore, it is enough to find u, such that
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2
u <u

or itis equivalent to

B4 (B—A)T(1+p)T(n+14p—6)
(1+B)T(n+1+P)T(1+ p—6)

(6.7.8)

forn>1

Right hand member decreases as 7 increases and so it is maximum forrn =1

,80 (6.7.8) is satisfied and proved

2

(1+p—6)(B—4)

Bodz (1+p) (1+B)

Or

(B—A) (14 p—0)
=P ) (l—ll—?p)

This proves the desired result. The result is sharp for the function

(B—A)(1+p—96)
(1+B) (1+p)

p—1

f(2)=g(z)=2z"—

CORROLARY6.7.2 : Let f,g € J(4,B,p.1)
(f+g)(z)eJ(4,B,p.1) .

(B—4) p

Where 4, < 4 AB)=B+—77"——
A A T )

The result is sharp for the function.

(BiA) (p> P+
(1+B) (1+ p)

f(2)=g(z)=z2"—

Let f,g €J(4,B,p,0) .Then(f*g)(z)e J(4,B,p,o0) .
Where

A1 S Al (A,B) = B—’—szfl
(1+B)

THEOREMS6.7.3: If f € J(4,B,p,6) andg € J(4,B, p,5). Then
(f+g)(z)eJ(4,,B,p,5).
(f+g)(z)eJ €(4,,B,p,9)

Where
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(B—A4) (14 p—6)

A < A4 ,A,B,6)= B+
: < A(p ) (1+B)(1+p)

The result is possible for

(B—A4)(1+ p—9)
(1+B)(1+p)

p—1

f@)=z2" -

and
(B—A/)(1+p—5) o
(1+B)(1+p)

gz)=2"-

PROOF: Proceeding exactly as in theorem (6.7.2),

We require

I(n+14p)T(14+p—6) (14 B)
(14 p)T(n+1+p—6)(B—4,)

_(B) T(n 14 p)T(1+p=8) T(n+1+p) {(1+3)] .
T (B—A)T(1+p)T(n+14+p—6)T(n+1+p—06) | (B—A) n>
That

(B—4) T(1+ p)T(n+1+ p—9)
B—4,> (1+8) F(n+11?+p)r(1+§_5)
(6.7.9)

The right hand side member decreases as n increases and so it is maximum
for n=1.So the (6.7.9) it is satisfied proved of the given relations.
(1+p—08)(B—4)(B—4')

B-42 (14 p) (1+B)

2 —

(1+p—08)(B—4)(B—4')

4B+ (14 p) (14 B)

2 —

COROLLARY 6.7.3: If f,g,n€ J(4,B, p,9).
Then

(f*g*n)(z)eJ(4,,B,p.0)

, where

(B—A) (1+p—9)

A, <A, (p,A,B,0)=B+
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The result is best possible for

B—A4)(1 -6
£ = g(5) = n(z) = 2 B A (P70

[1+B] (1+p)
(6.7.10)
THEOREM 6.7.4 :Let the function f defined by (6.1.1) be in the class
J(4,B,p,0).
We also let
)=z —Z‘bﬁn 27+
Where(bpM §1);p€N

Then(f *g)(z) belongs to the class.J (4, B, p,6).

PROOF: Since

b

p+n

> 6(n.p.8)(1+ B)ay.,

n=l1

<Z¢ (n,p,6)1+ B)|ay,,| <(B—4).

Hence

(f+g)(z)eJ(4,B,p,6)

THEOREM 6.7.5: Let the function f andg defined by(6.1.1) and(6.1.2)

respectively belongs to J (A, B, p,6 ) .Then

h(z)=z" —zoo:

n=1

\b

p+n p+n

Erpem

Belongs to the class J(4,,B,p,é).

COROLLARY 6.7.5: Let f €J(4,B,p,6) Also

g)==2" -3

n=1

b

p+n

A (0 < ‘bp«i»n‘ [7+n)

Then( f * g)(z)belongs to class J (4, B, p,6).

2(B—A) (14 p—6)

A, <A, (p,A4,B,86)=B
< A(p ) (1+B)(1+p)

The result is sharp for the function.
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(B_A) (1+p—6>zp+1

PROOF: In view of theorem(6.7.2),it is sufficient to prove that
(n+1+p)T(14+p—-6) (1+B) a ‘b
= T(l+p)l'(n+p-06) (B—4,) o e
(6.7.11)
Where 4, is defined by(6.7.10)
Since f,g € J(4,B, p,6) .Then
(1+B)]

- 2
;d)(n’p,(S)(B—A) ‘ap+n Sl
and
= (I—I—B) 2

,0 b 1
;d)(np )(B_A>‘p+n
Therefore
= 1 (1+B)
25 00p ﬂ{ o b} <1 (6.7.12)

By comparing (6.7.11) and (6.7.12),it is easily seen that inequality (6.7.11)
will be satisfied if

¢(n,p,§>(§i_j4)> §{¢(n,p,5>}2{ (H—B)], ,nEN

That is if

2(B—A) T(1+p)T(n+1+p—96)
(1+B) T(n+14p)T(1+p—06)

(B_A4)Z

Then right hand member decrease as n increase and so it is maximum for
n=1.So the above inequality is satisfied if,

2(B—A) (1+p—9)
A =Bt (14 B) (l—fp)

This is complete the proof of the theorem.
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6.8 CONTENTMENT RELATION:

With the help of the theorem (6.2.1).We immediately obtain the following

theorems.
THEOREM 6.8.1: 0<6<1,—1<A<land —1< B <1.Then

J(A,Bl,p,é):J[ﬂl.p.é]

1+B
Generally we can see that if —1< 4 <land0 < B <1. Then
J(4,B,p,6)=J(4;B;p,b)

If and only if

(5-a)_(5'-4)

(1+B) (1+B')

COROLLARY 6.8.1: Let 0<6<1,—1< 4, <4, <1 and0<B <1. Then
J(4,B,p,6)D J(4,,B,p,6).

COROLLARY6.8.2: 0<6<1,—1<B < B, <I.Then
J(A4,B,,p,6)>J(4,,B,,p,5).
6.9 CLOSURE THEOREM:

THEOREM6.9.1:  Let f,(z)=z— i\am‘,}zﬂ“ (j=123,...mpeN)

n=1

IfF, €J(4,B,p,6),foreach(j=12,3,....... m; p € N) .Then the function
are also belong toJ (4, B, p,6).

Where,

1 0
:;: :‘ap+n,j .

Jj=1

\b

p+n

PROOF: Since F, € J(4,B, p,6).It follows from the theorem(6.2.1).

We have

S 6(n, p,8)(1+ B)fa, ., | < (B~ 4)for cach (j =1,2,3,......m; p € N)

n=1

Therefore
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< ié(n,p, (1+B {ii a., }
Jj=1

m
< (B— 4) by, theorem(6.2.1)
Hence neJ(4,B,p.5).
THEOREM 6.9.2: The class J(4,B, p,6)is convex.

PROOF: Let f and geJ (A,B, p,é) .The it is sufficient to show that the

function.

o0

n(Z):Zp —Z{u‘apH

n=1

\b

} p+n

And(0<u<1) is also the classJ(4,B,p,6).Since f and ge J(4,B,p,0)

p+n

.Then from the theorem (6.2.1).We have

qu n.p.8)(1+ B)[b,.,|< (B 4).

n=1

Therefore

>0 pe)(i+ )l ,

<(8-4)

+b(1 \b

}.

p+n

Hence neJ(4,B,p.6).
COROLLARY 6.9.2: The extreme point of the class J(4,B,p,6) is the

function of the form

(B—4)

= n__ p+n N 0
fp+n <Z> ) <1+B>¢(n,p56>z e ( )
THEOREM  6.9.3: Let £ (z)=2" and
fp+n<Z):Zp_ (B_A> Zp+r1WhCre_1§A<B§O§6§Lp€N

(1 +B)¢>(n,p,5)
Then the function in the class J (4, B, p,6)if and only if, it can be expressed of

the form
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o0

f(2)= Zcp”fpﬂ (z).Wherec, , > O;Zcpﬂ =1.

n=0 n=0

PROOF: Let us suppose that

[(2)=>c,ntpin(2)
n=0
. (B_A) +
— P ptn
T T B)o(npe)
Then

Solmpalli 2o

— (l—I—B)(b(n,p,(S)
Hence, by theorem(6.2.1), f € J(4,B, p,§) conversely. Let f € j(4,B, p,6),

It follows then from theorem6.2.1 that
o (4

¢(n,p,6)(1 —i—B)
Then, we have

_ (14 B)(n, p,o) nEN

o (B—4)

,neN

‘aern

And

o0
¢p = 1- Z Cpin

n=1

Now, we have

F(2)=2¢pint e (2)
n=0
This is complete proof of the theorem.

hbkddds
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CHAPTER 7

ANALYTIC FUNCTIONS DEFINED BY
FRACTIONAL DERIVATIVE (II)

7.1 INTRODUCTION:

In this chapter, we have also introduced a new class H (A,B, p,0 ) of Analytic
Function defined Fractional Derivative, as defined below. A function f(p)
belongs to the class H(4,B, p,6).1f and only if there exists a function w

belonging to the class H (A4, B, p,6) such that

(6.)
Q" f(2) _ 1+AW(Z),Z€M
QU r(z) 14 Bw(z)

(7.1.1)
Where —1< A< B<1 andQ(;”’)f(z) is defined by (5.1.5)

The condition (7.1.1) is equivalent to

| Q) () -0 r(2) |
| BODY f(2)— 405 £ (2)|

<lLz€u

(7.1.2)
By giving the specific values to A, B, p and$ in (7.1.2), we obtain the
following important sub class studied by various researchers in earlier works.
1) For6 =1 ,we obtain the class of functions f(z) is satisfying the
conditions
| 7)) |
|B"() - 41" (2)

Studied by Goel, and Sohi, For6=1,4=(2a—1)3,B=3 andp=1 ,we

<l,z€u

obtain the class of function f(z)is satisfying the conditions

| #(z)-f() |
" (2)—(20-1) 1 (2)

Where 0 <a <1 and 0< <1 is studied by Gupta V.P and Jain P.K[87]

<B,z€u
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(2) Foré=1,4=(2a—1)B,B=1, we obtain the class of function f(z)is
satisfying the conditions.

| F2)-s(2) |
| (z) - (20 1)/ (2)

Studied by Silverman, H . This chapter is divided into nine sections for the

<lLz€u

systematic study of the class H(4, B, p,0). In sections 7.2,we have obtained
the necessary and sufficient conditions in terms of coefficients for a functions
f(z)1s belonging to the H(A4, B, p,6).In sections 7.3,we have investigated the
Distortion Properties for the class H(4,B, p,6).In sections7.4,we study the
Integral Operator of the form (6.1.8).In Sections7.5, we have investigated the
radius of p-valent Star likeness for the class H(4, B, p,6).In sections 7.6,we
have determined the p-valent convexity for the class H(A4,B, p,0).In
sections7.7,we have obtained the result involving the Modified Hadamard
Product of two functions belonging to the class H(4, B, p,6).In sections7.8,

we have obtained the class some contentment relations related to the class

H(A4,B, p,6). In sections7.9, we have investigated the Closure Properties for
the class H(A4, B, p,0)
Note : Throughout this chapter, we assume that

D(n+1+p)T(1+p—96)
L(1+p)T(n+2+p—0)

7.2 NECESSARY AND SUFFICIENT CONDITION
THEOREM 7.2.1 A functions f(z) is defined by(7.2.1)in the class

¢<”apa5):

H(A,B, p,6) if and only if

o0

> (mp.0){(1+B)n+(B—4)(1+p=0)}fa,.,

n=1

<(B-4) (72.1)

PROOF: Let|z| =1. Then

(87 (2) 27| | B £ ()~ AL £ (2)

00

> w(np.b)nla,,|2"

n=1

n
z

—‘(B—A)—iw,p,é){BnHB—A><l+p—6>}|ap+n

n=1
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<> 0 p.6){(1 4+ B)nt (B— )1+ p—8)}a,.,| (B 4)
<0

Hence, by the Maximum Modulus Theorem,
f€H(A4,B,p,b).

To prove the converse, let

QA f(2)— £ ()2 ()]

| BO f(2)— AL () |

‘ _Z?’Mn’p’&)n‘apw z' ‘

n=l1

(8-4)-3 vl )+ (8- A1+ -0 |2
n=1
Since |Re(z)| < |z| for all z, we have
2¢(n,p,6)n‘ap+n Z
Re ol <1

(B—A)=S (. p,6){Bn+(B—A)(1+p—6)}{a.,}

(7.2.2)
Choose the values of z on the real axis, so
Qo) f (z)
that———=—~-| is real. Once clearing the denominator of the (7.2.2) and
QU f ()

letting z=1 through real values, we obtain

i¢<n,p,5){<1+3>n+<3_A>(1+p_5)}g(B_A)

This is the complete proof of the theorem.

COROLLARY7.2.1: Let the function f(z) defined by (7.1.1) be in the class
H(A4,B,p,0).
Then

(B—4)
{1+ B)n+(B—4)(1+ p—6)} ¢ (n, p,0)

for, ne N

‘ap+n
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7.3 DISTORTION THEOREM:
THEOREM 7.3.1: Let the function f(z) defined by (7.1.1) be in the class
H(A4,B,p,6).

Then

, (B—A4)(2+p—06)(1+p—0) il
g ‘_{(1+B)+(B—A)(1+p—6)}(1+p)|Z|

(7.3.1)
, (B=A)24p-8)1+p-6) |
S L B (o v T v
And
I'(1+p) |1 (B—A)(2+p—0) 2
I'(1+p—9) {1+B)+(B-4)(1+ p-6)}
Y F(H' ) p=t (B_A)(2+ _6) Pl
RGBS LS o ey
(7.3.2)

Whenever zZ €u

PROOF: Since f(z) belongs to the class H (4, B, p,§).In view of Theorem

(7.2.1).we have
(14 B)+(B=4)(14 p—6)}v (1, p,6)> a,..|

(7.3.3)

§i{(1+3)n+(3—A)(1+p—6)}1/1(n,p,5> aern‘g(B—A)

This yield
z:; ‘ap+n

- (B—A)
“{(1+B)n+(B—4)(1+ p—8)1(1 p.6)}

Hence

0
P p+n
@)= =D a4
n=1
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1

P P

22" "> a,,
n=l1

2 - e o
S (I PR (PR V)

And

p+n

Dzl +3 a2
n=1

> + (5-4) e
{(1+B)+(B A)(1+p— (5)1/1{1]7,6}}

This gives the inequality (7.3.1).

Next, by using the second inequality in(7.3.3),we observe the that
if(n+1+p)F(l+p—6) (B—A4)(2+p—9)

— F(l+p)F(n+1+p—5)‘ap+n = {1+ B)+(B-A4)(14+ p—6)}
Now

n-l—l—i—p)F(l-I—p—(S)‘a
— 1+p)F(n+1+p—6) pn

p+n

27 QP ‘_|| _

< T(n+1+p)T'(14 p—6)
> P |t
2|2l = ;F(1+p)r(n+1+p—6)‘a”*”

(B—A4)(2+p—9)
= _{H—B) +(B—A)(1+p— 5}”

p+l1

And

p+n

rQe-7) /> P
z z f<Z)‘ —|Z| +;F(l+p>r<n+l+p_6)‘ap+n z

p+nir(n+1_p)r(1+p—6)

P
Zl T 2 r(1+p)r(n+1+p—5)‘a”*"

(B—A4)(2+ p—6)
{1+ B)+(B—4)( 1+p 6}

p+n

> |Z|p +

This gives the inequality (7.3.2).
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COROLLARY 7.3.1 Under the hypothesis of the Theorem (7.3.1), the

function f(z) is included in a disc with the centre at the origin and radius r is

given by

(B—A4)(2+p—9)
{1+ B)+(B—4)(1+p-05)}

And it is included in a disc with its centre at the origin and the radius R is

given by
I(1+p) (B—A4)(2+p-9)
CT(1+p-8)] {(1+B)+(B—4)(1+p-4)}
7.4 INTEGRAL OPERATOR:

THEOREM 7.4.1 Let the function f(z) defined by (7.1.1) is in the class

H(A,B, p,6).Also let c>-p. Then the function F defined by (7.1.8) is also in

the class H (4, B, p,6).

PROOF: From the definition (7.1.8) and (7.1.1),it is easily seen that

F(z)==z" —ZOO: h,., zP*,
n=1
Where
‘ _ (C + p) ‘a
p+tn (C-‘r-p +n> p+n
Therefore

:iw(n,p,a){(wB)n+(B_A)(1+B_5)}\hW

(c—i—p)
(c+p+n)‘a’7+"‘

(n, p,8){(1+ B)n+(B—4)(1+ p—5)}

Il
NgE

n

<Y ¢(np.8){(1+ B)n+(B—A)(1+ p—5)}|a, .,

n=1

2

< (B — A) ,byTheorem(7.2.1)

Hence F € H (4, B, p,6).
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Theorem (7.4.1) simplifies considerably when we have the set ¢c=1—p and
thus we obtain

COROLLARY 74.1: If F GH(A,B,p,é). Then
AU
t_p t€H<A,B,p,5>.

F(z) = ZPIT

In the following theorem, we consider the converse problem of the above

theorem.

THEOREM 7.4.2 Let C>—p. Also let function f(z) is in the class
H(A,B,p,6). Then the F(z) given by (6.1.8) is p-valent in the disc |z| < R,
where

{(1+ B)n+(B—A)(1+ p—5)(c+ p) pvo(n, p,5)}

R =inf (B—A)(c+p-+n)(p+n)

neN

The result is sharp.

PROOF: Let F(z)=2z"— Z‘aﬁn z”"" belongs to the H (4, B, p,6). Then the
n=1

theorem (7.1.8), it follows that

P L) —z{w}\ .

(c+p) B = (c+p)

p+n

In order to established the required result, it suffices to show that

!/

z

j;p<l)—p <p for|z|<R

Now

'@ | ~ptn)letptn) o,
2’ p_; (c+p) -
Thus

!/
LO_ )< pip

< (p+n)lctp+n

(ptn)(ctp )‘ap+n‘zp<p

n=1 (C—l—p)

But from the theorem (7.2.1), we have
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nﬁ;w(n’p,é){(l%—B)n+<(ll::j>)(1+p—6)} \am

<p.

This inequality (7.4.1) will be satisfied if

(p+n)(c+p+n)‘a ‘

(c+p) e

>{(1+B)n+(B—A)(l+p—5)}p
(B—4)

n

< (n, p,6

For each n e N,or if

{1+ B)n+(B—A4)(1+ p—6)}(c+ p) pib(n, p.5) .

i (B—A)(ptn)(ctpin)

For each n€N.

Hence f(z) is p —valent for each|z| € R. To show the sharpness of the result,
we take,

(B—4)

F(z)=2z' _{(H_B)n+(B—A)(1+p—5)¢<”»p’5)}

For each n€N.

Clearly F € H(A4,B,p,§) and thus

(c+p+n)(B—A4)z"""

S = 0T Bn+ (B— )+ p—8)i(mpd) =
Therefore
|f/<z>_ | (B—A)(c+p+n)(p+n)z" |

2 Y T Bt (B—A) 1+ p—0)j(c + p)u(n.p.0)
=p at z=R.

Hence the result is sharp.
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7.5 RADIUS OF P-VALENT STARLIKENESS:

THEOREM 7.5.1: Let the function f(z) defined by (7.1.1) be in the class
H(A,B,p,§) .Then the function f(z)is p-valent starlike in the disc|z|< R’

,where

B

{1+ B)n+(B—4)(1+ p—6)}b(n, p.o)
(B—4)(n+p)

.
R* =inf _,

(B—A)(2+ p—0)
{1+ B)+(B—4)( 1+p 6}

p+n

The result is sharp. > |Z|p +

PROOF: In order to obtain the required result, it is sufficient to show that

)
/(2)

p|< for|z| < R

Let f(z)=2z" —i‘aﬁn}z’””.
n=l1

Then we have

o) | gl
RSy &
Therefore
ij((ZZ;—p <p if
= (n+ ;
;(”(p)p)‘apﬂ Z| <1
(7.5.1)

But from Theorem (7.2.1), we have

Hence (7.5.1) will be satisfied if
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1+ B B—A4)(1 —
M‘aﬁn z|"<1/1(n,p,6){< +B)n+ {1+ 7 6>},f0reach neN
p (B—4)
Jor if

1

M<HO+Mn+w—AXH1rﬁﬂw@¢jW

, foreach neN

| (B—A4)(n+ p)
Then
—n(B—A)z"
m_ ‘ {(H—B)n+(B—A)(1+p—6)1p(n,p,6)}
/(2) ~ (B—4)z"
{(H—B)n—i—(B—A)(l+p—6)1/1(n,p,(5)}
=p Atz=FR

Hence the result is sharp.

7.6 RADIUS OF p-VALENT CONVEXITY:
THEOREM7.6.1: Let the function f(z) defined by (5.1.1)be in the class

H(A,B,p,6). Then the function f(z)is p-valent convex in the disc |z| < R*

{(l—Hi’)n—F(B—A)(l—l—p—é)}z/)(n,p,c?)p2 %

,where RInf,_, (B—d)(p+ )2
—A)(p+n

The result is sharp.
PROOF: In order to established the required result, it is sufficient to show
that

#'(2)
1z

Let f(z)=2z"— i‘%m ‘z" , then we have
n=1

1+ < p for |z| <R’
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2z | et
1+ Il >—p <=
4 n
P—Z(PJF'@)\%H Z|
n=l1
Therefore
Zf”<Z) .
l+—>=—p|<p.if
f'(z)
2
< (p+n n
Z< 2> ‘a“n Z| <1
n=1 p
(7.6.1)

But from the Theorem (7.2.1), we have

{1+ B)n+(B—4)(1+ p—6)}

;Wn,p,é) (B-4) ‘ap”

<1

Hence (7.6.1) will be satisfied if

V2814 B+ (B-A)1+ p-0)

(p+n) ‘a
(B_A> p+n

2

p

p+n

Foreachne N

{1+ B)}n+(B—4)(14 p—6)1(n, p,6) .
(B—4)(p+n)

[l <

Foreach neN

Therefore f(z) is convex in |z| <R .

To show that sharpness of the result, we take

(B—4)

re=s _{(1+B)n+(B—A)(1+p—6)}¢(n,p,5) ZneN
Then
—n(p+n)(B—A)z"
WLl U+ B+ (B=a)(1+ =0} ofn.p)
/(2) e (p+n)(B—A)z"
{(14B)n+(B—4)(1+ p—06)}vo(n, p,0)

p=0 z=R",which show that the result is sharp.
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7.7 SOME RESULTS INVOLVING MODIFIED
HADAMARD PRODUCT:

In the following theorems, we use the technique of Padmanabhann.
THEOREM?7.7.1: Let the functions f andg defined by (7.1.1) and(7.1.2)
respectively be in the class H (4,B,p,6).Then fxg defined by (7.1.3)

belongs to class H (4, B, p,6),where

A+k

A <1-2k and B, >
1—k

With

(14+p—6) (B—4)

k:VP+D7L+BYU+p—6MB—AX2+B+A)+&L+p—®@+p_ﬁx3_Aﬂ

PROOF : Since f,g € H(A,B, p,5).Then from theorem (7.2.1), we have

< {(1+ B)n+(B—A4)(1+B—8)}1)(n, p,o)
> T o,

<1 (7.7.1)

and

5 {1+B n+(B—A)1+p— 5}¢ n,p, >b
(B A) n+1

Pﬂ

<1 (7.7.2)

n=1

Our aim 1S to find  that the valuesA;,B; such  that
—< 4 < B <1, for(f«g)H (4B, p,6).Equivalently, we want to determine
A, B satisfying

(14 B)n+ (B, — 4)(1+ p—08)} ¢ (n, p,
Z{ n (Bl) Al)p } — )‘a!’“H p+n

<l1.

Combining (77.1) and (7.7.2), we get using the Cauchy-Schwarz

inequality
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N =

1
00 00 2 | >
z:;u\"ap+n bp+n S {Z;u‘apﬂl } {Z;u‘b[ﬂrn

<
where

L {14 B)n+(B—A)(1+ p—8)} v (n, p,6)
- (B—4)

(7.7.3)
Foreach n€N ,(7.7.3) is satisfied if

"y = {(1+B)n+(B,—4)(1+p—6)}¢(np.9)
b (Bl_Al)

,ne N.

But from (7.7.4) ,we have

1
‘apMprH Sz,n Eu

Therefore, it is enough to find u, such that

or
u, <u’
It is equivalent to

(1+B)HB-A -0} (BBl p—d} o]
T TECEE 54

wn>1
(7.7.4)
That is
{(14+B,)n+ (B, — 4)(1+ p—68)}(n, p,8) <u’ (B, — 4)
This yield
u’B, —(1+ p—6—n)¢(n, p,6) B, —mp(n, p,d)
u’ —(1+ p—6)¢(n, p,d)

It is easily to varify that

4 <

u’>(1+p—06)1v(n, p,6) for n>1

Now the above inequality gives the simplification.
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(B1 _A1> m/J(n,p,é)
(l-l—Bl) 2uz—(1+p—6)w(n,p,§)forn21 (7.7.5)

The right hand member decrease as n increases and so is maximum for n=1
.So (7.7.5) is satisfied.

BA. (l+p—§ (B—A" (1.7.6)
B B 40 BA B 0 23 5]

=k

Obviously k<1 fixing A; in (7.7.6), we get.

Let B, =1, then 4, <1-2k.
Therefore (f +g)(z)€ H (1—2k,1, p,6), with k defined as (7.7.6).

COROLLARY7.7.1:  Let the functions f and g defined by (7.1.1) and

(7.1.2) respectively, be in the class H (4, B, p,1). Then(f xg)(z) defined by

(7.1.3) belongs to the class H (1—2k,1, p,§).where

p(B—A)2

= (1+B)' +2p(B—4)(1+ B~ 4)

THEOREM7.7.2 : Let function f defined(7.1.1) belongs to the class

H(A,B,p,5) and g defined by (7.1.2) belongs to the class H (4',B’, p,¢)

sthen (f +g)(z) defined by (7.1.3)belongs to the class H (4,,B,, p,§) .where

4, <1-2k and B, ,and B, > 4k with
1—k,
(1+p-6)(2+p—06)(B—4)(B'—4')
(p+1)(1+B)(1+B’)+(1+p)(H—p—(S){(H—B/)(B—A)—l—(l+B)(B’—A')}+
+(5-1)(1+p—06) (B—4)(B' —4')
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PROOF: Proceeding exactly as in theorem (7.7.1), we require

{(1+B2)n+(32 —A»(l—i—p—é)lﬂ(ﬂ,p,é)}
(Bz_Az)

- {(1+B)n+(B—4)(1+ p—6)3(n, p,5)}
. (8- 4)

{1+ B)n+(B' = 4')(1+ p—6)¢(n, p.6)}
5 4)

=C forall n>1
That is

Bz_Az > mb(n,p,é)
1+B, {c—(H—p—é)}w(n,p,(S)

n@b(n,p,é)
{c—(l+p—5)}w(n,p,6)
is maximum for n=1, we get
B,—4, _ (1+p=6)(2+p—06)(B—4)(B' -4
1+B, ~|(p+1)(1+B)(1+ B)+(1+ p)(1+ p—9)
{1+ B)(B—4)+(B—4)(B'— A')} + (8 +1)(14+ p—5)

The function

is decreasing with respect to n and so

A, —k
Clearly K;<I.Fixingin A;in (7.7.1),we get B, > % as ,we requiring

M
B,<1-2k. Therefore (f*g)(z)€ H (1—2k,1, p,§) with K, as in (7.7.7).

COROLLARY7.7.2 : Letf,g,he H(A,B,p,é).

The (fgsm)(2)€ H (A Borpy6) swhere 4, <1-2k and, > (52

(1 - kz)
(14-p—08)(2+p—6)(B—4)"

Withk, = : 5 5
(p+1)(1+B) +2(1+p) 1+ p—0)(1+B)(B—A) +(6—1)(1+ p—5)'(B—4)|

THEOREM 7.7.3  Let the function f defined by (7.1.1), be in the

p+tn
2" [y

H(A,B,p,é) .Alsoleg(z)zzp—i‘bpﬂ Sl;peN).
n=1
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Then (f+g)(z) belongs to the class H (4, B, p,6).

PROOF: Since

0O

>0 (npo){(1+ B)n+(B—4)(1+p—06)}a,.,

n=1

b

p+n‘

Zoo;ib n,p,o {1+B)n+(B—A)(l+p—6)}‘ap+n

<(B—4),by the theorem (7.2.1).
Hence (f*g)(z) belongs to class H (4,B,p,5) .

COROLLARY 7.7.3 Let the function f defined by (6.1.1) be in the class

H(A,B,p,é) . Also let g(z) =z? —zoo:‘bpﬂ
n=l1

el <0§‘bp+n‘§1;p€N).

Then(f * g)(z) belongs to the class H (4, B, p,6).

THEOREM?7.7.4 Let the functions f andg defined by (5.1.1) and(5.1.2)

respectively, belongs to the class H (A,B, p,0 ) .Then

h(Z):Zp—Z{ a,,, ‘bw } 7 (pEN)
n=1
Belongs to the class H (4, B, p,6), where
A
A, <1—2k,andB, > (4, +k) ith

(1—k,) v

2(1+ p—6)(2+p—6)(B—4)

(14 p){(1+ B)+(B—4)(1+ p—8)' —2(2+ p—6)(1+ p—5) (B~ 4)'}

PROOF: Since f,g € H(A4,B, p,5). Then

Z{1+B n+(B—A)(1+ p—8)}v(n, p.o)

— (B A) ‘ap+n Sl
and

o0 1+B n+(B—A)(1+ p— 5 @Z)np,

VLR LA ) LY I

o (B—4)
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2 {(1+B)n+(B—(AB)(_1:)p—6)}z/J(n,p,6)‘awn

2{<1+B>n+<B—£gj)p—6>}w<n,p,6>‘aw

<1

Similarly
2

{1+ B)n+(B—4)(1+ p—6)}¢(n, p,0) -1

(B—A) ‘ e

3

n

Hence

1[{(1+B)n+(B—4)(1+p—5)}¢(n, p,6)

25 (B—4) P

n=l1

2

o+

e

(7.7.8)
h(z)€ H(A,B,p,6). if and only if

2

{‘ p+n
(7.7.9)
Comparing (6.7.9) and (6.7.8),we see that(6.7.9)is true if

{(1+8.)n+(8,~ 4)(1+ p—8)} (n.p.5)

{(1+B4)n+(B4 A4)(1+p5)}¢)(n,p,5)‘
(B4—A4) pn

.1
25

n=l

" b, }_1

(B4_A4)
el {(1+B)n+(3A)(1+p6)}¢(n,p,5)‘ T
=T (B—4) el T
B,—A4, S 2nw(n,p,6) *y(n)

1+B, ~u*—2¢%(n,p,8)(1+p—6)
(7.7.10)

Since y(n) is decreasing functions with respect to n and the maximum for

n=1. So (6.7.10) is satisfied
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B4, 2(14 p—6)(2+p—8)(B—A4)
1+B, _[(H—p){(l—l—B)—I—(B—A)(H—p—5)2—2(2+p—6)2(B—A)2H
=k
(7.7.11)
Keeping A4 fixed in (6.7.11) ,We get

A, -k .
B >( 2 k3) and B, <1 gives A, <1-2k,

.Therefore h(z) € H (1—2k,,1,p,6) with K3 as in(6.7.11).

7.8 CONTENTMENT RELATION:
With the aid of theorem (6.2.1), we immediately obtain the following

theorems.
THEOREM 7.8.1 Let 0<6<1,—1<4, <4, <1 and0<B<]1.
Then

H(A,B,p,6)C H(4,,B,p,5).
THEOREM 7.8.2 Let0<6<1,-<A4<land0<B <B, <I.
Then

H(A,B,,p,6)C H(4,B,,p,6).
COROLLARY 7.83 Let 0<6<1,—<4,<4,<1 and0<B <B, <lI.
Then

H(A,B,,p,6)c H(A,B,p,6)c H(4,,B,,p,5).
THEOREM 7.8.3 Let0<6<1,-1<4<1and0<B<]
Then

1-B+24

H(AB.p.6) = H
(4.8, p.0) 1+ 8

alapa(s]

More generally, if -1< A'<1 and 0<B' <1, then
H(A,B,p,6)cH(A',B',p,b)
If and only if

{(1+B)n+(B-A)(1+p-6)} {(1+B)n+(B' - 4')(1+ p-6)}

(B-4) (B'-4)
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7.9 CLOSURE THEOREMS

THEOREM 7.9.1: Let fj(z):zp—i\a 2P j=1,23..mipeN if
n=1

p+n,j
f,eH(4,B,p,6) for each j=12....m then the function

h(Z):Zp_i ptn

n=1

c

p+n “

m

= lz apmj‘ also belongs to H (A4,B, p,§) .

Where |c

ptn

PROOF Since f, € H(4,B, p,§). Then from the theorem6.2.1,we have

g(n,p,(s){(HB)m(B_A)(1+p_5)}\am\s(B_A) \

Foreach j=12,.m.

Therefore

gw(n,p,é){(l+3)n+(3—A)(1+p—6)}

Cp+n

= iw(n, p,é){(1+B)n+(B— A)(l+p—6)}%§3‘ap+n’j

n=1

By the theorem (7.9.1)
Hence heH(A,B,p,b).

THEOREM 7.9.2 The class H (4,B, p,6) is convex.

PROOF: Let the functions f andg defined by (7.1.1) and (7.1.2),
respectively ,be in the class H (4,8, p,6 ) .Then it is sufficiently to show that

the functions.
h(z)=pf(z)+(1-wg(z) (0<p<l)

or equivalently

h(z)=2" -3

n=1

ap+n + (1 - lu)bpﬂz }Zl””

(0<p<1) isalso the in the class H (4,B,p,5).

Since f,g e H(A4,B, p,6). Then from the theorem (7.2.1), we have

gw(n,p,é){(l+3)n+(3 —4)(1+ p=6)la, .| < (B~ 4).

Therefore
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S0 (n.p.8) (14 B+ (8- )1+ p=0){ula, [+ (1= ),
pS(np.8) (1 By (B 4) (1 p=0)}f,

bp+n

+(l—u)é¢(ﬂ,p,5){(l+3)n+(B—A)(1+p—6)}
<(B-4), By theorem (7.2.1).
Hence he H (A4,B, p,6).

THEOREM 7.9.3: Let f,(z)=z" and

=z (B-4)z""
fp+n(Z)_ {(1+B)n+(B—A)(n+p—5)}Q/)(”apa5)

Where
-1<A<B<1,0<6<1,peN.

Then f e H(A,B,p,é) if and only if ,it can be expressed in the form

S ()= X (2)

n=

where,

o0
Cpn 2 O;ZCM =1.
n=0

PROOF: Let us suppose that

ptn

& s (B-A4)c,,,z
= — P _ ptn
1 %c’””f”*” : nz:;{(1+B)n+(B—A)(1+p—6)}w(n.p,5)’
Where
Cpin Zl;icpm =1
n=0
Then

§¢(n,p,6){(1+8)n+(B—A)(1+p—5)}.
(B-4)c,,,
{(1+B)n+(B—A)(1+p—6)}¢(n,p,(5)

:(B—A)g)cm =(B-4)(1-c,)<(B-4)
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Hence the theorem (7.2.1), f e H(A,B,p,5).It follows from the theorem

(7.2.1), that
‘a < (B_A) neN
P+ B)n+(B-A)(1+ p-6)} ¢ (n, p.6)’
Setting
e, AL E AL P N D, e
And Cp = 1 - ic;ﬂn'

We have f(2)= ¢, £, (2).

This is the complete proof of theorem.
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CHAPTER 8

ANALYTIC FUNCTIONS DEFINED BY
FRACTIONAL DERIVATIVE HAVING TWO
FIXED POINT

8.1 INTRODUCTION:

Let we T denote the functions of the form

f(Z) =aqz" - ianzn,(a1 >0,a, > 0)

n=2

(8.1.1)
Which are Analytic and Univalent in the unit disc u = {z : |z| < 1}.

If f andg are any two functions in the class T such that the function f'is

defined by (8.1.1) and

g(z)=hz-3b" (b >0.b,>0)
n=2

(8.1.2)
Then the Quasi-Hadamard Product of fandgis denoted by f*g and it is

defined by the power series

(f *g)(z) =ab - ianbnzn

n=2
(8.1.3)
A functions f'belonging the to the class T is said to Star like Functions of

order v and type of (3 if and only if

-1

‘ 7"(2)
/()
7, (1-20)

(8.1.4)
For 0<a<l and0<B<1 .We denote by T (a, B) the class of all

starlike functions of order a and [, further more a function f belonging to the
class T is said to convex functions of order a and type B if and only if

zf"(z) e (u, B).We denote by C («,B) the class of all convex functions of
order a and the type B. .In particular for s =1, the class T (o, f)and C (cx,B) Let

Toand T; be two subclasses of T consisting of functions f such that
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f(zy)=2z, and f"(z,)=1for0 < z, <1, respectively. We denote by T (a,B,20),
C (o,B,20), T1 (a.B,29), C; (0,B,29), the classes obtained by taking
intersections respectively of the classes T (a, B)and C(«,8) with T; (i=0,1)

that is

Ti((l,B,Zo):Ti((l, B) ﬂTi((x, B) ﬂTi(i=0, 1 ) (8 1 5)
And
Ci(a,B,20)=C(0,B)NTi(a,,p)NT;(1i=0,1) (8.1.6)

The class Ty (a,B,20), Co (a.B,20), T1 (0,B,z0), and Ti(a,P,zp), will
studied.byGupta, and Ahmad, . f(z) belonging to the class T; (a,B,z0) and

Ci(aaBaZO)(izlaz)'
We have introduced a new class M (' 4,B,z,,6,;.) Analytic Functions

defined by Fractional Derivative having two fixed points as defined below.

A function f is defined by (7.1.1) and satisfying
(l—u)LZ”)+,uf'(zo)=1,0<Zo<l, (8.1.7)
z

is said to be in the classM(A4,B,z,,6,p1)if where -1<A<B<1,0< <1
and

F’ (z) = P(2 - 6)Z‘Hfo(z). Here fo(z) denotes the Fractional
Derivative of f(z) of order ¢ is defined by (8.1.6).

Thus the condition (8.1.8) reduces, when A=(20-f),B=03,0=1 to the

inequality (8.1.4) and we have

M((za _1)ﬁ:ﬂ)zo;1’0) =T 0(0‘96920)9

and

M ((20-1)8,8,2,,1,0)= T 1(o,B,z0),
In section (8.2), we have obtained the necessary and sufficient

condition in terms of coefficient for a function f belonging to the class
M(A,B,z,,6,11) In section 8.3, we have investigated the properties for the
classM(A,B,z,,0,;1) .In sections 8.4.we have determined these  class

Preserving Integral Operator F is defined by (4.8.1) for the class

M(A,B,z,,6,11) In sections 8.5, we have obtained the radius of convexity for
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the classM(A4,B,z,,0,,) .In sections 8.6,we have obtained the some results

involving the Quasi-Hadamard Product of two functions to the class

M(A,B,z,,6,1t) In the sections 8.7,we have some contentment relations
related to the classM(4,B,z,,6,1t) .In the sections 8.8 ,we have shown that
the class M(A4,B,z,,6,11)1s closed under the Arithmetic Mean and Convex

linear Combinations.

Note- Through out of this chapter, we assume that

I'(n+1)I'(2-6)
o(0m)= I'(n+1-6)

8.2 NECESSARY AND SUFFICIENT CONDITION
THEOREM 8.2.1 : A function f defined by (8.1.1) belongs to the class

M (A,B,z,,6,p1) if and only if

= ¢(6,n)
;2(71'1'1_6)

{14 BY(N+1)+(2-6)(B-A4)}a, <a,(B- 4)

(8.2.1)
Where

a, = 1+§:(1—,u+,un)anz"_1

n=2

PROOF: Let |z| =1 .Then from(8.1.8),we have

1) F @) [Br (o) - 4r (o) <0

nz(('jl 25) (6.:n)a,z" ‘ (B—A)al+g¢(6,n){3(n 1)( Ef <5A))(2 6)}
B SR GL) {1+ B)(n+1)+(2-6)(B— A)\a, -a, (B A)

n=2 (l’l +1- 6)
by the hypothesis.
Hence, by the Maximum Modulus Theorem, [ e M (A4,B,z,.6,11) .

Let we converse
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| Fﬁ(z)—F‘H(z) |

|BF' (2)-F“(2)|

n+l- 6)

(B—A)aﬁ%gb(é,n){B(n 1)(+E_B; ;3)(2 6)}

‘ —2 (n 1) (6,11)(1}12"_1

<l,zeu.

Since|Re (z)| < |z| for all z ,we have

Z (n-1) ¢(8,n)a,z""

Re = (n+1-9) <1
B 1)+(B-4)(2-6
(- s So(an) 20 (AN
" (8.2.2)
. F'(z) . .
Choose the values of z on the real axis ,so that T() is real. Clearing the
z

denominotor and letting of (8.2.2) and letting z=1 through the real values , we

obtain

$ o0 ){(1+B)(n 1)+(2-6)(B-4)}a, <a,(B-4).

n=2 ( +1-6 )
This is the complete proof of the theorem.

COROLLARY 8.2.1 Let the functions f defined by(8.1.1) belong to the
classM (A4,B,z,,6,1) . Then
(B—A)(n+1-6)
a, < =
[ &(8:m){(1+B)(n=1)+(2=6)(B-A)~(1-pr+pm) z; ' (B=A) (n+1-6)

(8.2.3)

With inequality for

1(2)- {(1+B)(n-1)+(2-6)(B-4)|¢(6,n) z—(B-4)(n+1-6) 2"
(8m){(1+B) (n=1)+(2-6)(B- A ~(1-pt ) 5 (B A) (n+1-6) ;"

(8.2.4)
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8.3 DISTORTION THEOREM:

THEOREM 8.3.1 : Let the function f defined by (8.1.1) belongs to the
classM (A4,B,z,,6,1) .Then
B-4)(2-6)(3-¢ B-A4)(2-6)(3-6
a |z|—2§1 )( )( ) |z|2 S|f(z)|£al |z|+ ( )( )( ) |z|2
+B+(2-6)(B-A4)} 2{1+B+(2-6)(B- 4)}
,ZEU (8.3.1)
And

a_ | o (B=4)B3-8)  os
(2-6) - 2{1+B+(2—5)(B—A)}|Z|

o (B-4)(3-9) 25
r(z o0 {1+B+(2—5)(B-A)}|Z|

Where
a,=1+X (1-p+pun)a,z "’ zeu.
n=2
PROOF: In view of equations (8.2.1) and ¢ (6, n)is non decreasing for, we

1+B+(2-8)(B-4)|Sq, (8.3.2)

2
(2—5)(3—6){

x© gb(é n)
z::(n+1 6)

{14 B)(n-1)+(2-6)(B-A4)}a, <a<(B-A)

Which is equivalent to

G < alB=D)(2=0)(-0)

a

= " 2{1+B+(2-6)(B-4)

Consequently, we obtain

1/ (2)2

n (e o]
- 1|Z|_|Z| Zan
n=2

|2l {1+B+(2 5)(3 A)}

And

2 o0
|f(z)| <a, |z|+|z| E;an
-
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2 o0
2 a, |Z|+|Z| >a,
n=2

~5)(3-0)(B-A)

{1+B+(2-6)(B-4)}

z

<+t

This is equivalent to (8.3.1).

Further, by using second inequality in (8.3.3), we observe that

‘F(Z - (5)25fo(2)‘ >aq,|z|- 2(;5(5,11)(1”2”

<aq |Z| —|Z|2 iqﬁ(é,n)a”

n=2

<a{|z|_ (3-0)(B-4) }|Z|2
B R J

1+B+(2-6)(B-4)

And

‘F(Z— (5)25fo(2)‘ <gq, |Z|+§¢(6,n)anzn

/

COROLLARY 8.3.1 : Let the function f defined by (8.1.1) belongs to the

<a|f|+|' S o(6,n)a,

n=2

<a {|Z|+ (2-0)(8-4)
U {1+B+(2-6)(B-4)}

This is equivalent to (8.3.2).

class M (A, B,z,,6, ). Then the function f* is included in a disc with its centre

at the origin and the radius R given by

a [, (-o)(B-4)
T I(2-9) +{1+B+(2—6)(B—A)}

8.4 INTEGRAL OPERATOR:

THEOREM 8.4.1 : Let c¢>-1. If f belongs to the classM (4,B,z,,6,1).

Then the function F  defined by the(4.8.1)also belongs to the class
M (A,B,z,,6,1).

PROOF: From the definitions (4.8.1) and (8.1.1) ,we have,
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(c+1)
n= 2(C+n)

F(Z)=az-

Therefore

£ 20 eyl

S8+ B -1 -0 (=)

<a,(B-A4), by Theorem (8.2.1).
Hence, F belongs to the class M (A4, B,z,,6,1).

COROLLARY 8.4.1:If f belongs to the class M (4,B,z,,6,1). Then
F(z):.f;@dteM(A,B,zo,é,u).
8.5 RADIUS OF CONVEXITY :

THEOREM 8.5.1 Let the function f defined by (8.1.1) belongs to the class

M (A,B,z,,6,1) . Then f is convex in the disc|z| < r, where

r=n¢{ oo {O+an_0+efaxB‘A?}L

(n+l,5)n2 (B—A)

The result is sharp for the function given by (8.2.4).

PROOF: To show this result, it is sufficient to prove that

zf" (z)
1'(2)

<lfor|z|<r

Now,

7(2)]..; n(n 1)all

FECI

Clearly
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(=)
1)

b

z

If inzan

n=2

" <q (8.5.1)

By the theorem (8.2.1) ,we have

& (o) {(1+B)<n—1)+<2—6><3—A>}a,,Sal

2 (n+1-6) (B-4)

Hence (8.5.1) will holds, if

v 9(6m) {(1+B)(n—1)+(2—6)(B—A)}

“(n+1-0) (B-A)

2
na

n

z

or equivalently

r { é(6.n) {(1+B)(n—1)+(2—6)(B—A)H

B nz(n+1—6) (B—A)

Which proves the required result.

8.6 SOME RESULTS INVOLVING QUASI
HADAMARD PRODUCT:

In the following theorems, we use the technique of Padmanabhan

THEOREM 8.6.1 Let the function f andg defined by (8.1.1) and(8.1.2)
respectively ,be in the same class f e M (4,B,z,,6,1).Then(f*g)(z)

defined by (8.1.3) belongs to the class f e M (A,B,zo,é,,u) .

A+k
Wherea, <1-2k andBl>( LK)

(1-4)
with
(2-6)(3-6)(B-A4)
_[2{1+B+(2—6)(B—A)}2—(2—6)(3—6)(B—A)2}

The result is sharp.

PROOF: Since f,g eM(A,B,zO,é,u).Then from the Theorem (8.2.1), we

have
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& o(sm) {(1+B>(n—1>+(2—6>(B—A>}a_ngl

i3 (n+1-6) (B-4) 2
(8.6.1)
And

e ¢(6.n) J(1+B)(n-1)+(2-6)(B-A) b, _

_nz(l’l-l-l—(S){ (B-4) }b_l—l (8.6.2)
Where

n-1

a, = l+§;(l—,u+un)anz('f1 andb, = 1+§;(1—,u+;m)bnzo

We find the values of 4, andB, such that -1<4 <B <1 for

(F*g)e M e (AI,BI,ZO,é,u) .
Equivalently, we determine 4,, B, satisfying

_& 0(6n) {(1+Bl)(n—l)+(2—6)(31—Al)}anbn <
_n=2(n+1_6) (BI—AI) ab

(8.6.3)
Combining (8.6.1) and (8.6.2) , we using the Cauchy-Schwarz inequality

1 1
z u _a"bn < Z u & Z u ﬁ
=2 albl n=2 n=2 bl

1

3

IA

Where

I CXD) {(1+B)(n—1)+(2—6)(B—A)}

~(n+1-9) (B-A)

(8.6.3) is satisfied if
ul anbn S u anbn
albl V albl

_9(6n) {(1+Bl)(n—1)+(2—5)(81—Al)}

e 1-0) (B-4)

Where

But from (8.6.4) we get

ab, 1
ab u
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Therefore it is enough to find «, such that

2

Or equivalently
"= ¢(8.n) {(1"'81)(”_1)"'(2_5)(31_Al)}
(n+1-6) (B-4)

<[ ¢(6,n) {(1+B)(n—1)+(2—5)(3—A)Hz:uz
B (n+1—6) (B—A)
That is

{(1+B)(n-1)+(2-6)(B, - 4)}¢(6,n)<u’ (B, - 4,)(n+1-5).

This yields

{u2 —qﬁ(é,n)}(nﬂ—é)B1 —(n—l)gb(é,n)

A i 1=0)-(2=0) 9 (1) (864
It is easy to verify that
u’(n+1-8)-(2-6)¢(6,n) for n=2.
Now the above inequality gives on simplification
B-4 (n-1)o(8.n) forn>2.

1+B,  u’(n+1-6)-(2-6)¢(6,n)
(8.6.5)
The right hand side member decreases as n increases and it is maximum for
n=2.
So (8.6.2) is satisfied.

B4 (2-6)(3-8)(B-4)’

1+B, _[2{1+B+(2—6)(B—A)}2—(2—5)(3‘5)(3_‘4)2]

(8.6.6)
Obviously k<1 and fixed A; in (8.6.6),we get
B> A+K
1-k

Let B, =1 then A, <1-2k.Therefore (f*g)(z)e M (A.B,z,6,1) .with k is

defined as (8.6.6).
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The result is sharp for the function.

2{1+B+(2-6)(B-A4)}z-(2-6)(3-6)(B-4)z"
1+B+(2-6)(B-A)}z—(1+1)(2-6)(3-6)(B- 4)z

COROLLARY 8.6.1 : Let the function f andg defined by (8.1.1) and

f(Z):g(Z):z{

(8.1.2) respectively, be in the classM(Al,Bl,zo,(S,,u) .Then(f*g)(z)

defined by(8.1.3) belongs to the class M(l -2k,1, zo,l,u) .Where

_ (B-4)
(1+2B-A) —(B-A)

THEOREM 8.6.2: Let the function f defined by (8.1.1) belongs to the
class M (Al,Bl,zo,c‘S, u)and g defined by(8.1.2) belongs to the class
M (1-2k,1,z,,1,11) . Then(f * g )(z) defined by (8.1.3) belongs to the class

M(AZJBZ’ZO,(S,,U,) ,where 4, <1-2k, andB, 2_;42 ;]l?
T4

with

e (2-6)(3-6)(B-A4)(B'-4')
: 2{1+B+(2—6)(B—A)}{(2—6)(B'—A’)}—(2—6)2 (3-6)(B-A4)(B'-4)

This result is possible for
2{1+B+(2-6)(B-A4)}z-(2-6)(3-6)(B-4)2
1+B+(2-6)(B-A)}z-(1+1)(2-6)(3-6)(B-4)z,

f(Z):Z{

And

2{1+B'+(2-6)(B'-4')}z-(2-6)(3-6)(B'- 4') <’
2{1+B'+(2-8)(B'-4')}z-(1-1)(2-6)(3-6)(B'- 4')z,

g(z)=

PROOF: Proceeding exactly as in theorem (8.6.1), we require
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¢(6.n) {(1+Bl)(n—1)+(2—5)(32—Az)}

(”"'1_6) (Bz_Az)
<{(L+B)(n—1)+(2—6)(B——A)}{ 6(8,n) }2{(L+B)(n—1)+(2—5)(3'—ff)}
B (B-4) (n+1-6) (B'-4")
=cforall n>2
That is
B, -4, S (n—l)q§(5,n)

1+B, c(n+1-86)-(2-6)p(6,n)

(8.6.7)
The right hand member decreases as increases and so is maximum for n=2.So

(8.6.7) is satisfied.

B4 (2-0)(3-9)(B-A(B-4)
LB | 2{14BH(2-8)(B-A) 2{1+B+(2-0) (B-A)|{(2-¢) (3-6)(B-A(B-A)
=k

(8.6.8)
Clearly k, <1. Fixing A; in (8.6.8),we get

A4, + .
B, > 12 kkl , as we require

1

B, <1,we immediately obtain 4, <1- 2k1.Theref0re,( f* g)(z) belongs
M (1-2k;,1,z,,1, 1) withk; asin (8.6.8).

COROLLARY 8.6.2: Let f,g,he M(A4,B,z,6 ). Then

(f*g*h)(z)e M(A3,B3‘ZO,6,,UJ) where 4, <1-2k, and

(4 +ky)

o (1-k)

- (2-6)(3-8)(B-A4)
2{1+B4(2-8)(B-A)} ~(2-6) (3-8)(B- A |

The result is possible for

99



f(z)=g(2)=h(z)= {2{1+B+(2_5)(B—A)}z—(2—§)(3_5)(B_A)ZZ

2{1+B+(2-6)(B-A4)}-(1+p)(2-6)(3-6)(B-4)z,

THEOREM 8.6.3 : Let the function f defined by (8.1.1) be in the class

M(A,B,zo,é,u). Also let g(z)=bz- sz (b, <1).Then(f*g)(z)

n=2

belongs to the class M (A4, B, 25,6, 11).

<3 20m) 11, By (n-1)+ (2-6)(B-A)}a b

n=2 (n+1 6)

<$ 20N g1 ) -1)s (2-0)(8- e,

= (n+1-6)

<a, (B - A,) by the theorem (8.2.1)

Hence (f*g)(z) belongs to the class M(A, B, zo,é,p).

COROLLARY 8.6.3 LetfeM(A,B,zo,é,u).

Also let g(z) =bz- ibﬂz” (0<p, < 1) .Then (f* g)(z) belongs to the
n=2

class M (4,B, 2,6, 11).

8.7 CONTAINMENT RELATION:

The proof of following theorems comes from the Theorems(8.2.1).
THEOREM 8.7.1 Let0<6<1,0<pu<1,-1<4 <A4<land0< B <B, <1.
Then
M (A,B,z,,6,10)> M (4,,B,2,,6,1).
THEOREM 8.7.2 Let0<6<1,0<u<1,-1<4<land0<A<B<I.
Then

M (A4,B,.z,,1,11) > M (A4,B,,z,,6,1t).

THEOREM 8.7.3 Let0<6<1,0<u<1,-1<4<1land0< B<1.

Then M (4, B,,2,,6,11) = M(%,LZO,&M) .
+
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More generally,—1 < A" <land0 < B'<1. Then
M (A,B,z,,6,u)=M(A4',B' z,,6,1).if and only if

(1+B)(n-1)+(2-6)(B-4) _ (1+B")(n-1)+(2-6)(B'- 4")
(B-4) (B5'-4)

8.8 CLOSURE THEOREMS:

THEOREM 88.1 f(z)=a,,(z)- Zanjz J=12..
And
h(z):clz—icnzn
-2
where
¢ =§/\jalj,cn =§:/\ja1,j(n=2,3...),)\j ZOandi)\j =1
J=1 J=1 J=1

If f; eM(A,B,zO,(?,,u) for each j=1,2..., then heM(A,B,zO,(?,,u)

PROOF: If f e M(A, B, 20,6,,u). Then we have the theorem (8.2.1) is that

S 21201 =) (8- D <o, (B-4).j =12

Therefore

$ 200 14 gy a1y (2-)(B- )a,

n=2 (n+1 6)

<5 P B - -} S, |

<¢,(B- A) by the theorem (8.2.1)

THEOREM 8.8.2 Let fi(z)=z

And

£(9)- {(1+B)(n-1)+(2-6)(B- A)} ¢(6.n) z—(B- A)(n+1-5) "
" A B) (=) +(2-8)(B= ) 6 (8m)= (1= ) ~(n+1-8)(B—4)
,n=2.3....
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From the condition (8.1.7), Theorem (8.2.1) is satisfied. Hence f belongs to

the classM(A,B,zo,é,u). Conversely, Let f € M(A, B, 20,5,u) and
f(z) =az- i a,z" .Then by the theorem (8.2.1),we have
n=2

(B-A4)(n+1-96)
(1+B)(n-1)+(2-6)(B- A)}¢(8.n)~(1- = pn) (n+1-8)(B- A4)z,"

ans{

Setting we, have

{14 BY-1)+(2-0) (B Yo (51)~ (1=~ n) (1 41-0) (B A) ',

! (B-A4)(n+1-9)

where n=2,3....

And

We have
7(2)=A\, (z)+2)\nfn (2)

This is the complete proof of the theorem.
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CHAPTER 9.0

ANALYTIC FUNCTIONS DEFINED BY INTEGRAL
PROPERTIES

9.1 INTRODUCTION:

A function f ofJ ( p) belongs to the classJ" (A,B, p) if and only if

7'(2)
of (Z)
Bzf' (z)_
pf (2)

<l,zeu,

Where—1< 4 < B <1.The ClassJ (4,8, p)

. Now, we have investigate a new class j(A,B, f, p,é) of analytic starlike
function in terms of Fractional Integral Operator over the elements of
J'(A4,B,p) having negative coefficients.

A functions G belongs to the class j (A,B, 1, p,é),if it satisfies.
T(1+p+6) ) -

G() ( ) D f(z)zeu

©.1.1)
For some function f belonging to j* (4,8, p).

Here D;b f (z) denotes the Fractional Integral of (Z) of order ¢ ,defined by

I'(1+ p+96)
I'(1+p)

Where f'is Analytic Function in a simply connected region of z-plane

G(Z)=

Z_{SDZ_(Sf(Z),Z cu,

containing the origin and multiplicity of (z—( )5_1 is removed by requiring
Iog(z—C) to be real when (z—C) > 0.

By giving the specific values of parameter p, we obtain the following sub

classes studied by various researchers in earlier works.

6)] Taking p=1 in (9.1.1), the class j(A,B,f,p,5)reduces to the class

j(k,p,f) for some f € j(p,k) studied by Kummer
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(i)  Taking 6=1 ,theclass j (A, B, f, p,é) reduces the integral operator

6(:)=12 ()i
(iii)Taking p=1 and 6 =1 in (9.1.1) in the class j (A, B, f, p,é)reduces to
6(2)=211(0).
Z0
The Integral Operator studied by Libera,. Since the operator defined by (9.1.1)
may be treated as generalization of the Libera integral operator.

The present chapter is divided into ten sections for the systematic
study if the classj(A,B,f,p,é).Sections (9.2) provided Lemma (9.2.2) due to

Goel, and Sohi, needed to prove the results of succeeding sections of this
chapter. In section 9.3,we have obtained the necessary and sufficient

conditions in terms of coefficients for the function G belonging to the class

j (A,B, 1, p,é)to the section9.4,we have obtained the contentment relation

related to the class j (A,B, f, p,6).In section 9.5,we have obtained the Class-
Preserving Integral Operator of the form.

F(z) :(c:—f)) [rG(r)a (9.1.2)
c>-p, for the class j(4,B,f,p,6).In section 9.6 ,we have determined the
radius of convexity for the class j (A,B, 7, p,é). In sections 9.7,we have found

the Distortion Properties for the class j(A,B, f, p,6).In Section 9.8 ,we have
investigated some results involving Modified Hadamard Product of two

functions belonging to the class j(A,B, f, p,(S).In section9.9, we have
investigated the closure properties for the class j(A,B, 7, p,é). 9.2

PRELIMINARY LEMMA:

In this section, we state a lemma due to Goel and Sohi, S.N needed to prove

the results of succeeding section of this chapter.

LEMMA 9.2.1 A function f defined by(6.1.1) belongs to class
J'(A,B, p) if and only if
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g{(l+B)n+(B—A)p}‘ap+n <(B-4)p. (9.2.1)

The result is sharp with the external function.

f(z)=z"- B-Ap .. 9.2.2)

{(1+B)n+(B—A)p}

9.3 NECESSARY AND SUFFICIENT CONDITIONS

z"" belongs to the class

cp+n

THEOREM 9.3.1 A function G(z)=z" -3
1

n=

j(A,B,f,p,é) if and only if

<1 (93.1)

i{(1+3)n+(B—A)p} I'(1+p)L(n+1+p+95)
o (B-4)p L(n+1+p)T(1+p+6)

PROOF: By the definitions of function G belongs to the class

p+n

j (A,B, f, p,(S),if it satisfies the relations (9.1.1) for some functions f

belongs to J*(A,B,p). Let f defined by (6.1.1). Then a simple

computation, we obtain

FIEI(JIPJF;) =D (2)

= T(n+1+p)L(1+ p+6)
aD(1+ p)C(n+1+ p+96)

G()=

-p ptl

p+l

Clearly
_T(n+1+p)T'(1+ p+96)
T (14 p)T(n+ 14 p+6) 7"
Or
pn :F(1+p)F(n+1+p+6) wl,neN (9.3.2)
L(n+1+p)L(1+p+6)"7

The required result follows by using (9.3.3) in Lemma (9.2.1)

NOTE: Throughout this chapter we assume that
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L(1+p)L(n+1+ p+9)
I'(n+1+p)L(1+p-9)

r(n,p,§)=

REMARK: Let Ge j(4,B,f,p,5), where function f defined by(6.1.1)

G(z)=z"-3le,, " (9.3.3)

n=1

cp+n

where

_T(n+1+p)L(1+ p+96)
CT(1+p)T(n+1+p+6)

p+n p+n

la

ptn

B r(n,p,é)

Clearly

L(n+1+p)T(1+ p+6)
L1+ p)T(n+1+ p+6)

:ﬁLp)<l forallé>0
F(j+p+o)

Thus < , forall n>1

cp+ﬂ ap+i’l

And therefore.

= {(1+B)n+(B—A)p}
% (B—A)p
= {(1+B)n+(B—A)p}
| (B-4)p

<1, since feJ (4,B,p)

ptn

p+n

Hence G e j (A,B, 1, p,é) and thus, we get the containment relation

J(A,B,f,p.§)cJ (4,8, p) (9.3.4)
Since

lim, ,J(AB, f,p.8)=J (A4,B,p)

The relations (9.3.4) can also be written as
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J(A,B,f,p,§)clim;, ,J(AB, f,p.3).

9.4 CONTENTMENT RELATION:

THEOREM 9.4.1: If 0<3<§,thenJ(A4B, f,p,6)cJ(4,B, f,p.B)
PROOF: Let the function G defined by (9.3.3) belongs to the class
J(A,B, f,p,6).Then the theorem (9.3.1), we have

= {(1+B)n+(B-A4) p}T'(1+ p)I'(n+1+ p+5)
i (B-A)pl'(n+1+p)T(1+p+6)

Next, since (<6, we have

F(l+p)F(n+1+p+ﬂ)<n j+p+p
D(n+1+p)L(1+p+B) 7~ j+p
T(1+p)T(n+1+p+90)
CT(n+1+p)D(1+ p+6)

p+n

=

} since G <46.

Therefore

{(1+B)n+(B-A) p}T(1+ p)T (n+1+ p+3)
(B-A4)pr'(1+ p)I'(1+ p+3)

i{(1+B)n+(B—A)p}F(l+p)F(n+1+p+5)

P (B-A4)pI'(1+ p)L(1+ p+9)

Using (9.4.1) in (9.4.1), we get

= {(1+B)n+(B-A4) p}T(1+ p)T (n+1+p+p3)
o (B-A4)pT'(1+ p)T (14 p+3)

M8

ptn

=
l‘

IN

ptn

<1

ptn

Hence G € j (A, B, f,po ) is the complete proof of the theorem.

With the aid of theorem, we obtain the following theorems.

THEOREM 9.4.2  Let0<§<1,-1<4,<4,<l and0<B<I.
Then J (4,8, f,p.6)cJ(4,.B,, f.p.f).

THEOREM 9.4.3 Let 0<6<1,-1<A4<1and0<B <B,<I.
Then J(A,B,, f,p.6)cJ(4,B,,f,p,5)

COROLLARY 9.4.3: Let0<6<1,-1<4 <4, <land0<B <B, <.
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Then
J(4,B,.f.p6)cJ(4,B,f.p6)cJ(4,B,f,p5)

THEOREM 9.4.4: Let0<6<1,-1<4<1and0<B<I.

Then J(A,B,f,p,6)= J[%,Lﬁp,é].
_l_

More generally, if —-1< A4"<land -1< B’ <1.
Then J(A4.B,f,p.6)cJ(A B f.p.6).

If and only if
(1+B)+(B-4)p (1+B)+(B'-4')p
(B-4)p (B'-4)p
9.5 INTEGRAL OPERATOR:
THEOREM 9.5.1 Let C be a real number such that ¢>-p. If G belongs to

j(A,B, f, p,é) ,then the function F defined by (9.1.2) is also an element of

(4B, f.p.5).
PROOF: Let G defined by (9. 3.3).Then the definition of it is clear that

F(z) =z —g‘dmn}z“"

Where
c+p
‘ pin :(mJ Cpin| < Cpin
Therefore
o {(1+B)n+(B—A)p}
r(n, p,6)|d
= (B-4)p (93},
o {(1+B)n+(B—A)p}
r(n, p,o6
<3 (B-4)7 (n.p.8)|c,.,

<1, by theorem ( 9.3.1)
Hence Je(A, B, f,p ,5).

In the following theorem, we consider the converse problem of the above

problem
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THEOREM 9.5.2 Let F(z) be a real number such that c>-p. If
Fe (A,B, f,p,é) , then the function G defined in (8.1.2) is starlike in z<r

Where

_inf {(1+B)n+(B-A) p}(c+p)r(np.6)
neN (B-A)(p+n)(c+p+n)

The result is sharp.

PROOF: Let F(z)=z"-3

n=1

z”"". 1t follows then the form (9.1.2) that

cp+n

z [ZCF (Z)j|'
(c+p)
(c+p+n)
(ct+p)

In order to established the required result, it suffices to show that

ZG'(Z)

G(z) *

G(z)=

o0
_ P _

n=1

.
<p for‘z<r‘

Now

= n(c+p+n)
|zG'(z) ‘< =l (c+p)
1

ptn

pin

‘ G(z) PR S n(c+p+n)
= (c+p)

p+n

ptn

Thus

= (p+n)(c+p+n)

p (c+p) =P

c

p+n

z

Since Fej(A,B,f,p,(S) ,we have

i{(l+B)n+(B—A)p}

Xy Y

<p

cp+n

109



Hence (9.5.1) will be satisfied if

(p+n)(c+p+n)c o
(c+p) pn
< {(1+B)(’;+_(j)_ A)p}r(n,p,é) Cpinl > foreachne N
Orif
2]« {(1+B)n+(B—A)p}(c+p)r(n,p,5) g for
(B—A)(p+n)(c+p+n) '
ne N

Therefore G is starlike z < 7",

To show the sharpness of the result, we take

(B - A)pz’”"

(1+B)n+(B—A)p}r(n,p,5)’nEN

F(z)zzp—{

Clearly F ej(A,B, f,p,é)and thus

—n(c+p+n)(B—A)pz”

zG'(P) ‘: (c+p){(1+B)n+(B—A)p}r(n,p,é‘)
G'(z2) (¢c+p+n)(B-4)pz"
(c+p){(1+p)n+(B—A)p}r(n,p,§)
=pat z=r*

9.6 RADIUS OF P-VALENT CONVEXITY:

each

THEOREM 9.6.1 If Ge j(A, B, f,p,é) .then G is p-valently convex in the

disc |z| <r", where

The result is sharp.
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,_ inf [{(1+B)n+(B—A)p}r(n,p,5)
neN (B—A)(p+n)2

PROOF: In order to obtain the required result, it is sufficient to show that

G'(z) _

G'(z) P

Let G is defined by (9.3.3) .Then we have

1+

<p for|z<r".

26" (=) ‘ Sn(prn)ie,l
+— - p|<—=
G(Z) p—%n(p+n)cp+n Z|"
There fore
ZG"(Z) )
1 — f
+ G'(Z) pl<pl
2
z(p+nz) Cpin z" <1
= (p)
(9.6.1)
But from Theorem (9.3.1), we have,
< {(1+B B-A4
{( ol )p}r(n,p,é) Cpn| S1

n=1 (B - A)p
Therefore (9.6.1) will be satisfied if

(p+n)2 ; {(l+B)n+(B—A)p}r(n,p,6)

(p) (B-4)p

For each n €N, orif

- {(1+ B)n+(B-4) p} pr(n.p.5)

(B-4)(p+n)

For eachn €N

Cp+ll

cp+n

Hence G is convex in z <
To sharpness of result, we have
(B _ A) pZP+n

(1+B)n+(B—A)p}r(n,p,6)’n <N

G(z)zzp—{

Then
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1+

o

‘ -(p+n)(B-4)pz"" ‘

_ {(1+B)n+(B—A)p}r(n,p,6)

P (p+n)(B—A)pz"
{(1+B)n+(B— A)p}r(n,p,é)

=pat z=r"

This shows that the result is sharp.

9.7 DISTORTION THEOREM:

THEOREM 9.7.1: If Gej(A,B,f,p,(S) and |Z| =r,where

1 -1 1
r’ —ar”™ S|G'(z)|$prp +ar”

(9.7.1)
And
pr —a(p+)r’ <|G'(z)|< pr’" +a(P+1)r”
Where
(B-4)p

{1+ p)+(B-4) pjr(L.p.6)

These inequalities are sharp.

o=

PROOF: Let G is defined by (9.3.3).Then in view of theorem (9.3.1),we

have

{(1+B)+(B—A)p}r(1,p,5)i

(B_A)p n=1

Si:{(1+B)n+(B—A)p}

- (B—A)p

<1

;(n,p,5)

cp+n

Which evidently yields

>l 2l

2l ST BY+ (B—4) p) (L pi0)

(9.7.2)

Hence
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p+n

Gl <lel + S ferullz

o0
+1
<4 Y e,

n=1
P (B_A)prpH

=7 {(1+B)+(B - A)p}r(l,p,é)

and

ptn

d

|G(z)| < |Z|p —i;|cp+n
Thus inequalities (9.7.1) hold.

Further

|G'(z)|2 < p|z|pfl +§}(p+n) Pl (9.7.3)

cp+n

< pr’! +rpi(p+n)(cp+n)

n=1
And

ptn—1
z

G'(2)) 2 Pl - g(p+ n)

Cp+n

cp+n

Sprpfl—rpi(p+n)
n=1
sin ce

{(1+B)+(B-4) p} =
B p(pr) =P+l

o {(1+B)n+(B—A)p}

=l (B—A)p

<1

<

r(n,p,é)

We have

. (B-4)p(P+1)
{(14+B)+(B-4) p}r(1,p,5)

The inequalities (9.7.2) follow now by the using (9.7.3) and (9.7.4)

The inequalities are obtained in (8.7.1) and(8.7.2) by taking

élzﬂnl

cp+n

(B—A)pzerl
(1+B)+(B—A)p}r(1,p,6)’

G(z):zp—{ (Z:ir)
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COROLLARY 9.7.1 If Ge j(A4B,f,p,§), then the disc u is mapped by
G is onto a domain that contains the disc with center at the origin and radius

1" .The result is sharp.

9.8 SOME RESULTS INVOLVING MODIFIED
HADAMARD PRODUCT:

In the following theorems, we use the technique of Padmanabhan

THEOREM 9.8.1 :If G(z) is defined by (9.3.3) and
H(z)=2"-3d, "™ ((9.8.1)
n=1
are elements of j(A,B,f,p,(S) ,then,

Z (9.8.2)

(G*H)(z): z? —i‘cm”

dp+n

A +k

Is an element ofj(A, B, f,p,é), where 4, <1-2k and B, > " with

(1+p)p(B-A)
{(1+B)+(B—A)pz}(1+p+5)—(1+p)p(3—A)2

PROOF: Since G,Hej(A,B,f,p,(S). Then the theorem (9.3.1), we have

i{(1+B)n+(B—A)p}

2 Gy, e O)lepal <1 (9.8.3)
And

© (1+B)n+(B-4)p

g{( ()B—z(‘l)p ) }r(n’p’é)‘dpw <1 (984)

We wish to fined the values A;,B; such that -1<A;>B <1, for (G*H)(z)
belongs to j(A,B,f,p.6).Equivalently, we want to determine A;,B;

satisfying.
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i{(l+BI)n+(BI—AI)p}
n=l1 (Bl - A1)p
(9.8.6) Combining (9.8.3) and (9.8.4), we get using Cauchy-Schwarz

= {(HB();:FI(S; A)p}r(n,p,é) for each neN ,09.8.6) is

<1

;(n,p,é)

Cp+n Cp+n

inequality.

oo oo
Zu\' cp+n dp+n = Zu
n=1 n=1

N | —
N | —

Cp+n

{iu\/\dw } <1 (9.8.7)

Where

satisfied if

d

c

p+n

c

ptn 4

f<u

ul = {ul pin ptn

Where

{(1+Bl)n+(Bl —Al)p}r(n,p,é)
(B-4)p ’

(neN)

u =

But from (9.8.6), we have

d

Cp+n

Sl,(neN)
u

p+n

Therefore it is enough to find #, such that

Or equivalently

{(1+B1)n+(B1 —Al)p}

G-y )
{(1+B)n+(B - 4) p}r(np.s)|
- (Bl_Al)p
= uz,n >1

That is
{(1+Bl)n+(B1 —Al)p}r(n,p,é)ﬁuz (B1 —Al)p

This yields
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u231 —l{B1 (n+p)+n}r(n,p,6)
p
uzr(n,p,é)

It is easy to verify that u, > r(n,p,é) for n>1

4 <

Now, the above inequality gives by simple calculation

(B-4) . wr(npe)
(1+8)  plu—r(npo)]
The right hand member decreases as n increases and so its maximum for

n=1 .So (9.8.7) is satisfied.
2
(BI_AI)Z (1+2p)p(B_A) 2=k (989)
(1+8)  {(1+B)+(B-4)p} r(n,p.6)~(1+ p) p(B-4)
Obviously k<1 and fixing A;in the above inequality, we get
B, >1,thend, <1-2k

For n>1 (9.8.8)

Therefore, (G*H)(z)e j(1-2k,1, 1, p.6) with k is defined as(9.8.8).

COROLLARY 9.8.1 Let G is defined by (9.8.3) and H is defined by (9.8.1)
are elements of J(A,B,f,p,l), those (G*H)(z)is defined by (9.8.2) is an

A +k
element of J(Al,Bl,f,p,l)Where A <1-2k and B, > (A + )With

- (1-4)

_ (1+B) p(B-4)
(2+p){(1+B)+(B-A)p} ~(1+ p) p(B-A)

THEOREM 9.8.2 Let G is defined by (9.8.3) belongs to the class
j(A,B,f, p,é) and H defined by (9.8.1) belongs to the class j(A,B,f, p,é)

,then(G*H)(z) defined by (9.8.2) belongs to the class j(AZ,BZ,f,p,c?),
where 4, <1-2k, andB, > (4, +k, )/(1-k ) with
~ (1+B)p(B-A4)(B'-4)
" [+ p+8)(1+B)(14B)+6p” (14 B)(B' - A')+
p(1+p+8){(1+B)(B'- 4')+(1+ B')(B- 4)}
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PROOF: Proceeding exactly in the theorem (9.8.1),require

{(1+B,)n+(B,- 4,) p}

(B-ayp PO
<{(1+B)n+(B—A) } {(14+B")n+(B'-4") p}
< (B_A)p p r(n,p,é). (B'_A')p p r(n,p,(S)

=c for all n>1
That is
B, -4, nr(n,p,é)
1+ B, B p[c—r(n,p,é)}
nr(n,p,é)
p[c—r(n,p,é)}
maximum for n=1, we get
B—4 _ (1+B) p(B-A4)(B'-4')
1+B, | (14+p+68)(1+B)(1+B)+\p’ (14 B)(B' - 4')+
p(1+p+A){(1+B)(B' - 4)+(1+ B')(B- 4)}

The function is decreasing with respect to n and it is

(9.8.10)
=k,

Clearly k;<1

Fixing A, in(9.8.9),we get

B, Z(A2+kl)/(l_kl)

As we require B, <1 ,we immediately obtain =~ 4, <1-2k, .
Therefore (G* H)(z) belongs to j(1-2k,,1, f, p,6) with %, as in (9.8.9)
COROLLARY 9.8.2 : LetG,H,I€j(4,B,f,p,5) .Then

(G*H*I)(z)ej(A3,B3,f,p,5) where 4, <1-2k, B, =(A3+k2)/(1—k2) .
With

I - p(1+p)(B—A)2
[ pr8) (1 BY AP (B=4) +2p(14 p+6)(1+ B)(B-4) |
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THEOREM 9.83 : Let G defined by (9.3.3) belongs to the class

d

ptn

J(A4,B.f,p.8).Also letH (z)=z" —i‘dpm}z’”",( " <l;pe N) .Then
n=1

(G*H)(z)belongs to the classj(A,B,f,p,(S).

PROOF: Since

gr(n,p,é){(l+3)n+(B—A)p} Cpin dpw
< gr(n,p,é){(l+3)n+(B—A)p} Cpin

<(B-A4)p by theorem (9.3.1.)

COROLLARY 9.8.3 : Let the function G be in the class j(4.B, f,p.6) .

Also let

pn :peN)

H(z)=z" —i‘dpw me,(OS‘d
n=1

Then (G*H)(z)belongs to class J(A,B,f,p,é).

THEOREM 9.8.4 : Let G defined by (9.3.3) and H defined by(9.1.1)
belongs to the class j(4,B, f,p,5).

Then

F(Z):Zp—i{ 2+‘d

n=1

2
pin
Cpin pin }Z neN

This  belongs to the classj(4,.B, f.p.6) ,4,<1-2k  and

B, <(4,+k /1-k;) .with

2p(1+p)(B—A)2
(14 p+6)(1+ BY +(8-1-p) p* (B=4) +2p(1+ p+8)(1+B)(B-4) |
PROOF: Since G,Hej(A,B,f,p,cS) .

Then

i{(l+B)n+(B—A)p}

<1
n=1 (B_A)p

r(n,p.6)

cp+n

And
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{(1+B)n+(B—A)p}V

nz:; (B—A)p 7 (n:p’é)‘dpm <1
Now
i{{(HB)lH(B—A)P}r(”:pﬁ) T
n=1 (B_A)p "
<1
Similarly
= | {(1+B)n+(B-A)p}r(n p.5) 2
Z[ (B-4)p [
Hence
= 1[{(1+B)n+(B-A4)p}r(n,p.5) 2
§§|: (B—A)p I: pn ptn }]
(9.8.11)

<1 .Ifj(4,B,.f,p.6) ifand only if
i{(1+34)n+(34_A4)p}r(n,p,5)[
n=1 (B4—A4)p

(9.8.12)

2+‘af

vl +H

ptn

ptn

<1

Comparing (9.8.11) with (9.8.10) we have (9.8.11) is true if

{(1+B,)n+(B, - 4,) p}r(n. p.5)

(34—/14)1?
<l {(1+B4)n+(B4—A4)p}r(n,p,5) ’
) (B4_A4)p
1,

Or
(B4 —A4) S 2nr(n,p,(5)
(1+B,) p{u2—2r(n,p,5)}
=y(n)

Since y(n) is decreasing function with respect to n and so it is maximum for

n=1 . So (9.8.12) satisfied.
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B, -4

4 4

_ 2p(B-4)
4B, |(1+p+6)(1+BY + p(B-4) p* (§-1-p)+2p(1+B)(1+ p+6)(B-4) |
:k3

Keeping A, fixed in (9.8.13), we get B, 2(A4 +k3)/1—k3 and B, <1 gives
A, £1-2k, with k, asin (9.8.13).Therefore F belongs toj(1—2k3,1,f,p,6)

with &, asin (9 .8.13).
9.9 CLOSURE THEOREMS:

THEOREM 9.9.1: Let G,(z)=z"-Yc

n=

zp+",(j=1,2 ..... : peN). IfG,

pn,j

belongs to the class S(A,B,f,p,(?) for each class j=1.2......., m , then the

[ee]

lZc e »3130 belongs to the
m j= !

ptn|

function H (z) = z" - i‘dw z"", where ‘d
n=1

class j(A,B,f,p,(?) .

PROOF: Since G, € j(A,B,f, p,(?). Then the theorem (9.3.1), we have

= {(1+B)n+(B-4) p}

= G-Ap (n,p.6)e,.,,|<1 Foreachj=12......,m
Therefore
:1 {1+ B();j Eg; A)p},,(n, PO,
_ i {(1+B)n+((llj_—j))§}r(n,p,6){%% . }
el o |

<1, by the theorem (9.3.1)

Hence, Hej(A,B,f,p,é).
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THEOREM 9.9.2 The classj(A,B,f,p,é)is convex.
PROOF: Let G and H defined by (9.3.3) and (9.8.1) respectively belongs to
the class j (A, B, f, p,5). Then it is sufficient to show that the functions

F(z): ,LL(Z)+(1—,u)H(z),(O Sp< 1) .

Or equivalently

F(z)=z" —i{u Cpin +(1—M)‘dp+,, }z‘”" ,(0<p<1)is also in the class|c,,,
n=1
.Then the theorem (9.3.1),we have
< {(1+B B-4 ,p,0
$ A4 B)n+(B=4) pir(n.p.9) <
p= (B-4)p
and
i{(1+B)n+(B—A)p}r(n,p,é)‘d e
i (B-4)p !
Therefore
o {(l+B)n+(B—A)p}r(n,p,6)
% (B—A)p {ﬂ’ cp+n +(1_/“L)‘dp+n}
© (1+B)n+(B-A)p;r(n p,o < {(1+B)n+(B-A)pir(n p,d
B R Ve Y BN (L2 L Vs Y0
p= (B-4)p p= (B-4)p
<1

Hence F belongs to the class j(4,B, f,p.6) .

THEOREM 9.9.3 Let G, (z)=z"
And

(B—A)p ZPH
(l+B)n+(B—A)p}r(n,p,5)

Where Ge j (A, B, f, p,6) if and only if it can be expressed in the form

G,., (Z) =zl - {

G(Z) = iOép+n(;p+n (Z)) where & > O,'iapm =1.
n=0

n=0
PROOF: Let us suppose thatG(z) = i a,,G,, (z)
n=0
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. (B- A)papmz’”” .
{(1+B)n+(B-A4) p}r(n,p.6)

ptn

Then
where
., 2 Oandi a,,=1
n=0

= (1+B B-4 B-4
clmns-np) [ (5=,
=l (B—A)p {(1+B)n+(B—A)p}
ziamn:l—apﬁl

n

Hence, by the theorem (9.3.1),G € j(A,B, f, p,6).C0nversely, let G belongs
to J (A, B, f, p,5) It follows from the theorem (9.3.1),that

(B-4)p

< s N
P {(1+B)n+(B—A)p}r(n,p,é)nE
Setting
_{(1+B)n+(B—A)p}r(n,p,6)
ptn (B_A)p ptn
and
a, =1—2_l:ap+n
We have

G(2)=30,,G,.,(2)

n=0

This is the complete proof of the theorem.

L o
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CHAPTER 10

CONCLUSIONS AND FUTURE SCOPE

10.1 SUMMARY AND CONCLUSION

The study of Certain Sub C lasses of Analytic Function Related to
Complex Order is one of the most fascaniciating aspect. The Analytic
Function have been played very important role of Certain Sub Classes of
Complex Order. The Study of my research work has been proposed to the
study of functionl].It is differentiabe to every point of [|. Here the domain [
means a nonempty connected sub set of complex plane. It is a associated
with symmetric conjugate point and defined in the open unit disc Where is a

complex plane and mapped by the univalent function on the unit disc.

The purpose of my study is to present an alternative technique in
which an explicit use is made of integral derivative to complex order. The
relevant study of my research work made to easy. We described only those
aspects of theory in the directions of which we have pursued the study further.
In a number of cases, our approach is not only yields a generalizations of

various known results but also give many new and refined and best estimates.

There have been many endeavors to the to the study of various views
of Analytic Functions perspectives, both exhaustive studies in my research
work from and ramble studies in journals and periodicals . A pursuit for
Conjecture has not yet been taken up comprehensively and orderly through
unverified attempts. It have been made to some there strains and stresses, but
it deeper produces into the subject have not been made so far. It is many
considered that the present investigation will be divulging and would dig out
the several conjectures and several sub classes of univalent functions using
different techniques such as convolution techniques, variation method and
subordinate techniques. I also introduced the different families of certain sub
classes such as V(A,v,4,B,b). The use of hyper geometric function in
Bibeberbach conjecture has prompted renewed interest in classes of

functions.
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The study will further investigate injurious sprit of victim
consciousness in Robertson conjecture. The tools and methodology used in
research design in technique of Koebe univalent functions. Mapping properties
of analytic functions.(H.P.F). Radius of p-valent convexity, distortion
properties for the Class Y (4, B, p,d) and preliminary for solving equations in
different method for the estimations of the operator involved in the distortion
theorem, integral operator developed by Goodmann,A.W and Closure

theorems for finding numerical solutions of difference differential equations.

10.2 FUTURE SCOPE OF MY RESEARCH WORK :

The Analytic study of Certain Sub Classes Related To Complex
Order is one of the most important areas of analysis and it is closely related to
the very diverse areas of mathematics.. In the following years, the functional
theory of complex variables developed widely. The development of various
aspects of Analytic Function theory has been determined by basic research.
The Certain classes of linear and nonlinear functions and Partial differential
equations (PDE), optimization theory, control theory are important. The future
scope of Certain Sub Classes Related To the Complex Order has support to
find out the numerous applications in theoretical physics, mechanics and
technology. The important problems in hydrodynamics and aecrodynamics can

be solved by using the methods of analytical study .
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