


































 

 
1 

  CHAPTER-1 

INTRODUCTION 
 

1.1. Introduction 

Database [95] and data warehouse applications deal with huge amount of data. In real 

life applications managing the vast quantity of data is an immense dispute. 

Optimizations techniques [74] are required to reduce the space and time constraint. 

Even though data warehouse processes are not transactional processing, time and space 

complexity optimizations are crucial to manage terabytes of data. The construction of 

warehouse as well as loading the data into it takes place generally in batch mode. 

However the decision making has to be online, to support business intelligence.  

Sometimes, there are situations where the warehouse formation as well as the decision 

making is online, yielding the concept of virtual data warehouse. However in this thesis 

we do not incorporate any research work on virtual data warehouse. 

The Online Analytical Processing (OLAP) is highly suitable for examination and 

processing of healthcare data by utilizing the consistent models in IoT devices. The 

OLAP models are introduced on large medical data warehouses for computation and 

decision making to reduce the processing overhead of data in IoT devices. The 

multidimensional, relational and hybrid representation of healthcare data are 

specifically used for describing the OLAP models [94]. The multidimensional data 

cube model is examined in sturdy time for processing of OLAP queries over IoT 

devices. The query processing is highly expensive and time consuming for large 

medical data warehouses.  

This cost and time of query processing are reduced by using several strategies and 

heuristics to offer efficient OLAP examination by improving the performance 

materialized medical data cube selection strategy in IoT devices. The query processing 

is also improved by using the data clustering [77, 78] over huge data warehouses 

storing the different types of information such as medical, defense, industrial and 

confidential transmitted through IoT devices. These numerous amounts of medical 
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information are easily and quickly accessed and processed by IoT users, if the data is 

arranged into groups using clustering [80] rather than in raw form.  

The main motive of this research paper is given an extensive collection of valuable 

healthcare data about OLAP analysis, models, query processing techniques, problems 

and optimization methods in various environments using IoT devices. Hence, the 

researchers can be utilized the important medical data over IoT devices to implement 

novel and efficient techniques for OLAP data analysis [69]. A brief literature of prior 

researches is further illustrated in textual and tabular arrangements to give the 

inspiration to researchers for implementing innovative hypothesis for OLAP data 

examination. 

1.2. OLAP Models 

The OLAP [64] is developed for business data examination by performing the tough 

computations, trend examination, and complicated data modeling. The OLAP is 

composed of a wider grouping of business intellect, which in addition combines 

concerned database, details script and data clustering [96]. The OLAP tools facilitate 

customers to examine multidimensional information collectively from various 

possibilities [25].  

The OLAP lies of 3 common models Relational Online Analytical Processing 

(ROLAP), Multi-dimensional Online Analytical Processing (MOLAP), and Hybrid 

Online Analytical Processing (HOLAP).  

1.2.1. MOLAP Model 

The MOLAP is a typical variety of OLAP [50] which is occasionally indicated as 

simply OLAP. It saves the information in multi-dimensional array space optimally, not 

in related tables. The efficiency of query processing strategy is enhanced by utilizing 

the index and cache in multi-dimensional space. Several compression methods are 

introduced for reducing the information size in MOLAP model to reduce the query 

processing time and cost (Figure 1.1). 
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Figure 1.1. MOLAP Architecture 

1.2.2. ROLAP Model 

The ROLAP functions straight by means of relational information which is not involve 

any prior evaluations. The relational tables are used for saving the base and 

dimensional information. The recent tables are formed to seize the clan data stooping 

on expert schema architecture.  

It remains on stacking the saved information in relational tables to provide the 

emergence of slicing and washing up processes of conventional OLAP [24]. It is 

measured in the direction of highly flexible in managing huge data warehouses, mainly 

dimensional models having extremely elevated cardinality (Figure 1.2).  

The ROLAP design is provided several benefits: (i) it is simply incorporated into 

former previous relational data architectures and (ii) the relational information is saved 

perfectly and precisely as compare to multidimensional information [36]. 
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Figure 1.2. ROLAP Architecture 

1.2.3. HOLAP Model 

The detrimental transaction between extra price and deliberate query processing has 

checked that largely mercantile OLAP tool currently utilize a HOLAP model, which 

permits the model architecture to make a decision which fraction of information would 

be saved in MOLAP and which fraction in ROLAP [48] (Figure 1.3). 
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Figure 1.3. HOLAP Architecture 
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The data warehouse is an accumulation of enormous details of various data regarding 

numerous societies exploiting for appraisals. These appraisals are occupied through 

multifarious queries introduced to data warehouse and models for decreasing the reply 

instant. The OLAP models are exploited to process the query for data warehouse and 

excerpting the needful information for examination [9]. The query running cost and 

time is also major concerns for data models to illustrate the efficiency and power of 

OLAP. The business intelligence [88, 98] utilizes the intellectual properties, rules and 

laws for examining the personal and social information for solving the problems 

considering in future aspects. The data information is combined into groups (clusters) 

for fast accessing and query processing through OLAP models. All the types of OLAP 

models are achieved different level of query running speed through several 

optimization strategies and clustering methods [38, 97]. 

1.3. Data Warehouse 

“Data Analytics” is a big buzz across the industries and in the research of computer 

science and IT domain [84, 86]. Data analytics is inevitable to incorporate business 

intelligence in the business model of all the organizations. This requirement leads to the 

notion of OLAP. Data warehouse is the most common practice to introduce the concept 

of OLAP. 

Data warehouse allows the time-variant Online Transactional Processing (OLTP) data 

to be integrated from heterogeneous sources to define a fact (subject) for business 

processing [94]. This requirement leads to define suitable data models for efficient 

storage and access in terms of time and space. However, in analytical processing there 

are situations when the data models are designed and data are loaded in offline or batch 

mode. In these cases, even if the time requirement for loading data is high, the models 

could be acceptable if the user queries are answered from these models at run-time.  

In data warehouse “data cube” or cuboids are used to represent the multi-dimensional 

data model. Each dimension contributes certain aspect of business [55]. The cuboids 

are controlled in the appearance of a lattice for representing all possible combinations 

of the associative dimensions of the given business problem. As the numbers of 

cuboids corresponding to a lattice is high, it is important to travel between different 
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cuboids efficiently. I will study a traversal mechanism and also observer abstract 

interpretation framework based on Galois connection. As I studied lattice, I identified a 

major drawback of this structure. Once a lattice is formed, newer dimensions are not 

allowed to be inserted [5, 76]. However in reality, business requirements frequently 

change. Thus to appropriately depict the business requirements it is required to insert 

new dimension at any place of lattice.  

As data cube is important to represent data warehouse as a multi-dimensional model, 

concept hierarchy is important to represent a dimension in its exact abstraction. A 

dimension may be represented in more than one form and these representations 

(abstractions) often correspond to a lattice structure. Again, traversing within the lattice 

structure of concept hierarchy is important. I will study traversal mechanism among the 

different abstractions of concept hierarchy and formalized using abstract interpretation 

framework based on Galois connection [65, 87]. As the dimensions may have multiple 

abstractions, when it is integrated with lattice of cuboids the numbers of cuboids grow 

exponentially. If I consider physical memory organization, these huge numbers of 

cuboids reside at different types of memory elements having different access time or 

speed.  

Hence, from computational aspect it is challenging to manage these high numbers of 

cuboids in different memory. We trying to propose a framework to consider lattice of 

cuboids by means of the theory structure of the dimensions in several storage 

components and the decision is taken to generate or traverse the target cuboid from the 

source cuboid dynamically based on a new algorithm [98].  

Normal SQL query processing is not capable to handle this. Thus we used co-operative 

query language to frame the queries against the successful traversal on the concept 

hierarchy together in top-down and bottom-up comportment when necessary. 

Amalgamation of assorted data is a basic obligation for building any data warehouses 

[98]. 

In this context XML plays an important role as it is the most widely used language in 

web environment. However XML is semi-structured [100]; whereas the data warehouse 

tools are generally based on relational model which is structured. Therefore this 
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conversion is always challenging and has drawn researchers’ attention for last few 

years. In a novel approach, we first take a single XML schema and convert the same 

into ER data model and relational model towards generating the data warehouse 

schema. However at this stage I could not able to identify star schema and snowflake 

schema. I will approach reverse engineering to acquire reverse XML representation as 

of information warehouse representation and validated the methods to proof correctness 

[101]. 

1.4. Online Transactional Processing 

The Online Transactional Processing (OLTP) takes care of the transactional related 

issues in the database [94]. The Relational Database Management System (RDBMS) is 

the most popular way to represent the OLTP. SQL (Structured Query Language) is the 

language to implement OLTP (Figure 1.4). 
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Figure 1.4. OLAP Analysis 

RDBMS and OLTP are widely used by business organization, corporate, institutions 

etc. It is almost a standard to use RDBMS and SQL in database related applications. 

The data that are stored in OLTP is generally huge in size. However OLTP does not 



 

 
8 

support knowledge representation, decision making or business intelligence. But in 

business environment these things are hugely demanding. Hence there is a requirement 

of intelligent processing over data. Online Analytical Processing (OLAP) is the 

advancement over OLTP to incorporate the concept of analytical processing over the 

data to generate business intelligence, to represent knowledge or to allow decision 

making. Data warehousing technique is the most important OLAP tool [94].  

Data warehouses [52] simplify and merge information in multidimensional field. The 

structure of data warehouses introduces information onslaught, information 

incorporation, and information alteration. Often the data warehouse tools are termed 

since Extraction Transformation-Loading (ETL) tools in the IT industry. Data 

warehousing could be represented like a significant pre-processing stage for 

information extraction. The data warehouse is elaborated like a category depended, 

incorporated, instance deviation, and nonvolatile assortment of information in sustain 

of management’s assessment creation procedure.  

1.5. Optimization Methods & its Components 

The best elements are selected from existing set of elements and this selection 

procedure is known as optimization; which is introduced with the help of numerous 

conditions. It represents the optimum value of function in terms of minimum and 

maximum utilization for multiple objectives. It is strategy of generating the minimum 

and maximum assessment assortment as compared to obtain solution of problem [1]. 

 

An Optimization scheme is a plan, work or practice or of structure marvelous as 

entirely supreme, realistic or proficiency as expected. An optimization scheme 

evaluates least or highest values of function by critically taking inputs in prearranged 

variety and computing the function. The detailed optimization examination and 

schemes to the entire opposition introduces variety of practical arithmetic. On the 

whole, optimization contains obtaining “best reachable” standards of function 

contained by a variety of constraints [5]. 

 

The optimization has variety of major factors: 
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Objective Function: The different types of factors are merged to form an objective 

function for controlling the minimum and maximum values evaluation. These factors, 

which are known as objects, are not equivalent with each other; so few weight terms are 

introduced for equivalency [7]. 

Variables: the variables are defined as combinations of unknowns. The variables 

enclose the utility to demonstrate objective necessity and constraints [20]. Invented 

variables might not pull out erratically confirming distinct operative and other 

usefulness. 

Constraints: few circumstances are called as constraints using for providing the 

convinced values devoid of others. Once the invented objectives, variables, and 

constraints are designed and merged to establish objective function [28]. 

1.6. Optimization Techniques 

• Ant Colony Optimization (ACO) 

The ACO [1] procedure is a casual exploration scheme depending on the perception of 

ant colonies and sited the beneath elements in datasets. Ants explore food and append 

to entire ants in approach in the course of pheromone spreading stuff on routes 

enthused. Ant colony depended data selection ensures entire regulations and situations 

and provides superior results against existing schemes depending on QoS factors. The 

exploration and exploitation steps are well defined and used in ACO for datasets. 

• Genetic Algorithm (GA) 

The common mixture strategy mechanism is introduced in GA [99] to suggest lowest or 

highest values of function having numerous objectives [6]. It balances the weights 

similarity among dataset elements through operators like mutation, selection and 

inversion; which is formulized through assortment, genetic practice and replacement 

evaluations. The genes are combined with chromosomes to generate the best elements 

weights among existing set of elements [7]. 
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• Ant Lion Optimization (ALO) 

The ALO is a meta-heuristic scheme of optimization to utilize the ant lion and its 

nature of hunting. An ant lion young insect obtains a narrowed curved space through 

disturbing alongside a spherical road in the sandpaper and dismissal the sand by means 

of its immense jaw. After quarry ensnare, young insect obscure at cone foundation and 

catches for trapping the ants in the crater. In earlier times, the ant lion knows that a 

quarry is wedged in ensnare, the ant lion blazes sand left from and shirking its quarry 

into the shaft. When a quarry is lodged into the jaw, the ant lion pulls the quarry toward 

itself and consumes. The numerical explanation of this scheme is introduced to explain 

various optimization problems [81]. 

• Particle Swarm Optimization (PSO) 

The PSO [82, 85] is a meta-heuristic and energetic comprehensive examination and 

utilization practice of optimization. The PSO focused over slightest charge of 

calculation of a function examination. The global and local examination is competently 

applied by means of numerous calculating functions merging the several parameters of 

problem. The positions of particles alter at different time intervals through various 

functions. In the direction of procedure, the particle speed is altered at separate time 

intervals through positions. In next step, the positions of particles are yet again 

recomputed through speed. Therefore, the best particle locations are generated for next 

iterations. 

1.7. Open Research Issues 

During categorize to advance memory and reclamation of information cubes, the 

cuboid patterns are distributed while the commencement of the OLAP arrangement. 

Numerous researches of evaluation concerns of cube, collection, vast dimensionality 

and furthermore on the OLAP processing like roll-up, and drill-down [97]. An 

undemanding scheme is offered in [11] to differently evaluate every cuboid 

commencing the stand cuboid, utilizing typical set wise strategies.  
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Consequently the stand cuboid is comprehended and procedure in favor of every cuboid 

to evaluate. The static scheme forwards to pitiable concert together based on space and 

time complexity. An additional optimization strategy Amortize shown in [12] scopes at 

amortizing diskette  studies through calculating since numerous set wise while 

probable, mutually in storage. 

Suppose to believe a cuboid WXYZ. Whether the set wise of WXYZ is saved on disk, 

to diminish disk examine expenses of the cuboids WXY, WYZ, WXZ and XYZ are to 

be calculated in individual examine of WXYZ. Contribution classifies optimization 

strategy [12] is precise to the classification depended schemes and focuses at 

distribution arrangement price transversely several set wise [83]. At what time a hash-

table is excessively huge to robust in storage, information is distributed. Consequent 

collection is finished for every section that locates in storage. This variety of 

contribution distribution optimization [16] is precise to the hash dependent schemes. 

Time-series information [23] frequently explains the ladder of numerous dimensional 

information. Still, the ladder and addictions among the cuboids is not inevitably on 

instant sequence unaccompanied [11]. The competence of roll-up and drill-down 

processing the information assortment saved in the relational model is measured [12]. 

1.8. Key Performance Factors 

1.8.1. Intra-cluster distance 

It is explained as the mean distance among data entities in identical cluster. It must 

have least value for optimized clustering [68]. 

1.8.2. Purity Index 

It is illustrated the frequent clustering of data entities. It must have maximum value for 

optimized clustering [70, 71]. 

1.8.3. F-Measure 

It is obtained from precision (prec) and recall (rcl) for data reclamation. It must have 

maximum value for optimized clustering [72, 73]. 
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1.8.4. Standard Deviation 

It is explained the data clustering strength about the mean standards. It must have least 

value for optimal clustering [102]. 

1.9. Motivation 

The motivation of this study work is to frame a literature review for competence 

memory and admittance of data warehouse depending upon OLAP. During categorize 

to accomplish this target we will introduced data models, integrate existing and next 

label data models, strategies are considered to competently negotiate the architectures 

related to data warehouse, statistical analysis are performed to quantify the importance 

of attribute and also suitable formalism and validation are established towards the 

correctness of the proposed methods [99]. 

The problem definitions vary from the structures like lattice of cuboids to concept 

hierarchy; involve languages like XML, co-operative query language, SQL; models are 

considered across relational model, ER data model, data warehouse schema, XML 

schema and also to include the consideration of huge data of the data centric 

applications materialized views are generated. The methods and techniques used 

throughout the dissertation involve diversified approaches. In order to resolve the 

different problem definitions as defined in every phase; mathematical and statistical 

techniques, data modeling methods, formalism and validation approaches are used to 

achieve diversity [43]. 

The major goal of the analytical study is towards managing large data of OLAP 

applications to ease the storage and access. The approaches obviously try to achieve 

better space and time management. However in some of the cases of data warehouse 

applications time complexity is not always an inherent requirement during the 

construction of the data models and loading of the data [76].  

This is due to the fact that construction of data models and loading of data into these 

models take place in offline mode. But the access to data during query processing 

should be online. Hence the major performance criteria of these data models are to 
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fetch or access the data at runtime and to achieve fair time complexity. The space 

complexity of these problems is also taken care of as less space complexity generally 

lead to less time complexity. We have also used different mathematical and statistical 

approaches like Galois connection, Abstract interpretation, Standard deviation, linear 

regression and nonlinear regression [32]. 

1.10. Problem Identification 

At first I will analysis a mechanism to travel between any two cuboids contained by the 

lattice architecture to minimize the space and time requirement. In order to make the 

process faster we innovated a new numeric scheme to uniquely identify each dimension 

and cuboid. Tag number is used for dimension identification and Tagged value for 

cuboid. Roll-up and Drilldown operations are the major two operations on lattice of 

cuboids. A Galois link is discovered for these operations on lattice traversal. Roll-up 

and drill-down mechanisms are articulated in terms of abstraction and concretization 

respectively.  

We also proved different mathematical properties of lattice of cuboids for the 

implementation in data warehouse. Thereafter, the traversal on lattice of cuboids is 

considered in term of existence of cuboids in physical memory. Try to find out the 

framework in this context computes the different access time of the various memory 

elements. Finally, in the end we analyzed the problems of static structure of lattice that 

prevents the insertion of new dimension.  

In order to overcome this limitation, a novel algebraic structure will be structured. This 

allows insertion of any dimension in between level-1 to (N-1) where N is the numbers 

of dimensions of the initial lattice. A dimension could be added multiple times in 

different levels and to different cuboids if required. Hyper-lattice is actually a new 

algebraic model to replace lattice. We have established several lemmas and 

propositions of Hyper-lattice and also described its different properties.  

We also proposed a new data warehouse schema using this model and termed it as 

Hyper-lattice schema. In order to efficiently travel different cuboids a traversal 

mechanism is also given to take the advantage of reduced time and space requirement. 
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Therefore we conclude that the main contribution of this chapter is efficient traversing 

the different cuboids of lattice and Hyper-lattice under different considerations and 

constraints and establishing Hyper-lattice as a new algebraic model alternative to 

lattice.  

We find that existing research work on data cube is focusing on how to reduce the 

lattice structure in terms of cuboid numbers and size of data of each cuboid based on 

certain criteria. Our proposed algorithms will be traverse the lattice would also be 

applicable on this reduced structure. Abstract interpretation based framework can be 

applied on these for formal validation and correctness. Further our analysis on insertion 

the cuboids in separate storage components are applicable to other models of cuboids as 

well as in other computations where data blocks, searching of elements in various types 

of memory elements are taken into consideration. Finally, Hyper-lattice will be 

proposed as a new algebraic structure is applicable to different branches of science 

where the computations suffer due to the static nature of lattice.  

1.11. Contribution of Research 

The OLAP modeling is exploited to control and manage the huge data in shimmering 

generated distributed resources utilizing vast areas. A distributed system is superfluous 

suitable for applications to consider the huge heterogeneous data [85]. The variety of 

researchers have explored and examined the OLAP data modeling and data clustering 

schemes and obtained numerous fruitful results. 

The present learning [45] illustrates a technique to utilize the historical information 

associating with construction presently and clan from IoT for detracting the future 

activities of the construction, even as representing the calculated values which are 

conscientious for negative construction presentation, devoid of guidance [10]. The 

OLAP and data mining [18, 76] are used healthcare data information taken from 

various heterogeneous sources.  

The platform utilizes several rules and laws to calculate quality and processing speed of 

medical data by using Hadoop Map/Reduce interface [39, 47]. The real life datasets are 

used for modeling the sortilege model with business intelligence. A particular 
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methodical web entrance offering, which proposes concerted efficiency invigilating and 

assessment creation, is offered. The outputs present that the models confer extremely 

precise key performance indicators throws and give expensive presence into novel 

promising chances and problems [65]. 

A major amount of power is addicting in industrial building zone, ensuing in several 

undesirable concerns. A data cube model is introduced with relationship rule mining 

applying over industrial buildings power expenses survey dataset (6700 industrial 

buildings) to diminish the power expenses and enhance the power efficiency in 

industrial buildings. The OLAP is applied to power expenses industrial data to analyze 

the power based on atmospheric conditions, amalgamated equipment, construction 

types and cooling systems [25]. 

1.12. Research Objectives 

Objective of this study is to analysis large amount of multidimensional data used in 

data ware house which help in business transactions, report generation to understand 

etc. The major goal of the analytical study is towards managing large data of OLAP 

applications to ease the storage and access.  To achieve this goal my work plan is as 

follows: 

1. First we have to understand the types of data deals by any data warehouse. How 

multidimensional data captured and stored in data ware house? 

2. After understanding the types of data in data warehouse, we analyze the 

different type of schema used for it. With help of different secondary source we 

collect information regarding processing of different schema. 

3. Third Importance aspect is how the online data is processing is carried out. We will 

study how data is efficiently process online? 

What is the different model used to processing task? 

4. After all the lecture review, second year I will able to understand the limitation 

and advantages of different model used in OLAP.  
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5. In last in my research work we will try to propose a novel algebraic model 

which is not now an involvement about data depot other than moreover applicable 

to several branches of science which utilizes lattice. 

1.13. Scope of the Work 

In this research I will concentrate on the schemes that optimize operations during the 

OLAP model – in particular, the basic data models of data warehouse [33] such as 

cuboids lattice representations and theoretical structure. We emphasize on optimizing 

the access methodologies of these models. We also consider optimizations on query 

answering in a co-operative query language approach on concept hierarchies. 

Thereafter we consider the requirement of integrating XML schemas into data 

warehouse schemas.  

Further we define formalism on this method by converting data warehouse schemas to 

XML schemas again. Finally we conclude with the materialized view construction 

which is helpful to reduce time complexity on any data centric applications. Statistical 

methodologies are used to build the materialized views and those methods are 

compared for performance evaluation. 

I will approach reverse engineering to acquire reverse XML representation from data 

depot representation and validated the methods to proof correctness. Finally, I focus on 

query optimization by forming the materialized views for any data centric system like 

data base, data warehouse etc. We will the analysis at attribute level using statistical 

methods to measure the inter-attribute relationship. At first we propose a numeric scale 

to define the relationship among attributes, thereafter based on this knowledge we form 

materialized views. Initially, we use standard deviation to frame the idea of measuring 

inter-attribute relationship. Thereafter, we use linear regression to perform a better 

analysis and constructed materialized views. This study thus encapsulates four closely 

associated areas towards improving storage and retrieval of data for better analytics. 

These are exploring hierarchy of data using lattice of cuboids, concept hierarchy, 

building data warehouse from semi-structured XML storage and finally, creating 

materialized view for efficient query processing. 
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To take the huge dataset from data warehouse

To combine the datasets into OLAP data cubes

To form a lattice structure for all data cubes

To evaluate the query and preservation expenditure for OLAP 

model data cube

To evaluate the cost (combining the query and 

preservation expenditure)

To select materialized cube by optimization scheme

Computation of Outputs and Drawing of Graphs

End

Start

 

Figure 1.5: Flow Chart of OLAP Multidimensional Model Cube Selection 

 



 

 
18 

1.14. The Description of OLAP Multidimensional Model for Cube 

Selection 

An Optimization scheme will be implemented to examine cube selection process for 

multidimensional OLAP data model displayed in figure 1.5. 

Step1. To take the huge datasets from data warehouse. 

Step2. To combine the datasets into OLAP data cubes. 

Step3. To form a lattice structure for all data cubes.  

Step4. To evaluate the query and preservation expenditure for OLAP model data cubes. 

Step5. To evaluate the cost with the help of query and preservation expenditure for 

OLAP model. 

Step6. To select materialized cubes with minimum cost by utilizing an Optimization 

scheme. 

Step7. Outputs will be computed and Graphs will be drawn for analyzing the 

competence of this work against existing researcher`s work. 

1.15. The Outcomes of This Research Work 

The outcomes of the work will be: 

1. We will understand the types of data deals by any data warehouse. The method 

of multidimensional data capturing and storing will be explored in data ware 

house? 

2. We will analyze the different type of schema used for data warehouse with help 

of different secondary source. 

3. The processing method of online data will be examined. We will study about 

online processing methods and models. 

4. The limitation and advantages of different model used in OLAP will be 

analyzed. 

5. An Optimization Technique for data cube selection will be developed. 

6. The competence of this work will be examined against existing works. 
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1.16. Organization of Thesis 

      There is nine chapters, which are described the whole research work. Remaining 

chapters have been illustrated as beneath: 

Chapter 2: Review of plentiful OLAP data model cube selection and data clustering 

are described in this chapter and popular factors such as energy expenses, cost, time 

complexity, response time and delay have been examined. A lot of characteristics such 

as implementation tools, applied schemes, pros and cons for OLAP model analysis 

have been illustrated. The plenty of OLAP model examination schemes, cube selection 

strategies and data clustering approaches are represented in table to demonstrate the 

necessity of OLAP data models in numerous application era. 

Chapter 3: in this chapter, a Fruit Fly Optimization (FFO) scheme is illustrated for 

OLAP materialized cube selection in optimal mode. The entire work has been 

performed into two levels of development of function with several objectives and 

performing of fruit fly optimization over function. The advanced competence of FFO 

has been calculated in terms of query processing expenditure. The assessment of 

competence of FFO has been evaluated in a plenty of situations. 

Chapter 4: in this chapter, a Grey Wolf Optimization (GWO) scheme is illustrated for 

OLAP materialized cube selection in optimal mode. The entire work has been 

performed into two levels of development of function with several objectives and 

performing of grey wolf optimization over function. The advanced competence of 

GWO has been calculated in terms of query dispensation expenses. The assessment of 

competence of GWO has been evaluated in a plenty of situations. 

Chapter 5: Comparative assessment of competence of GWO and FFO are 

demonstrated. The advanced competence of GWO and FFO has been calculated in 

terms of query dispensation expenses. The assessment of competence of GWO and 

FFO has been evaluated in a plenty of situations. 

Chapter 6: in this chapter, a Dragon Fly Optimization based Clustering (DFOC) 

scheme is illustrated for clustering of huge datasets in optimal mode. The entire work 
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has been performed through dragon fly optimization which is applied over a function 

with several objectives. The sophisticated ability of DFOC has been calculated in terms 

of intra-cluster distance, purity index, F-measure and standard deviation. The 

assessment of ability of DFOC has been evaluated in a plenty of situations. 

Chapter 7: in this chapter, a KMeans-Salp Swarm Optimization based Clustering (K-

SSOC) scheme is illustrated for clustering of huge datasets in optimal mode. The entire 

work has been performed through K-Means and salp swarm optimization which are 

applied over a function with several objectives. The sophisticated ability of K-SSOC 

has been calculated in terms of intra-cluster distance, purity index, F-measure, standard 

deviation and running time complexity. The assessment of ability of K-SSOC has been 

evaluated in a plenty of situations. 

Chapter 8: Comparative estimation of ability of DFOC and K-SSOC are 

demonstrated. The sophisticated ability of DFOC and K-SSOC has been calculated in 

terms of intra-cluster distance, purity index, F-measure, standard deviation and running 

time complexity. The assessment of ability of DFOC and K-SSOC has been evaluated 

in a plenty of situations. 

Chapter 9: the conclusion of complete work is demonstrated in this chapter and 

explained future concerns of this research work. 

1.17. Summary and Discussion 

In this chapter, OLAP model and OLAP processing schemes have been demonstrated 

in brief. OLAP modelling and variety of optimization schemes have been discussed. 

This chapter introduces the ability of a plenty of OLAP processing mechanisms. In a 

while the computation of optimal OLAP processing mechanisms, the estimation of 

schemes motivates us to be recognizable by means of the limitations, pros and cons in 

OLAP model processing and optimization schemes. 

This chapter demonstrated vast active OLAP mechanisms like fact model, PSO, cube 

algebra and cost model etc. and coalition in the course of them. Widespread estimation 

of numerous OLAP data modelling, data processing and optimization schemes reliant 
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on used ability terms is notated in table. Subsequently processing of queries over 

OLAP data model becomes graceful. The OLAP model processing mechanisms are 

oppressed lonely for data dispensation and optimization schemes are oppressed for 

mixture of optimal selectors in existing works.  

Afterwards the inspection of optimal OLAP model processing mechanisms, a variety of 

open research issues demonstrates the fervour of the research ability in OLAP data 

model selection mechanisms. The delineation of this chapter moreover demonstrates a 

plenty of objectives of this work which is inferior illustrated reliant on block diagram 

elucidation the OLAP model and optimization scheme. The planned research work and 

outcomes are demonstrated in brief. 
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CHAPTER-2 

       STATE OF THE ART: REVIEW 

2.1. Introduction 

At the moment, an examination of vast materialized cube selection strategies and data 

clustering schemes [92, 93] for OLAP data processing methods has been performed, 

united issues and utilized parameters such as query processing expenditure, purity 

index, throughput, F-measure, space complexity, time complexity, intra-cluster distance 

and standard deviation have explained and vast optimization based data clustering and 

cube selection strategies have been illustrated. The predictability of flexibility in data 

clustering, cube selection and optimization schemes have explained in the table 

architecture. 

2.2. Literature Review 

The trajectory information permits the revise of nature of affecting elements, from 

person to creatures by utilizing the wireless transmission, portable machines and 

techniques. The key concern of the spatial database management system is saving and 

processing the huge volume of informative data through OLAP models. The indexing, 

saving and extracting the spatial information from big data [66] warehouses is 

performed by using various data management techniques. The problems arising in 

trajectory database and the solutions of problems in big data analysis are combined in 

tabular format for explaining the use of several OLAP data management techniques to 

improve the quality of decision making [22, 91]. 

The contemporary day progression is gradually more digitizing the real life scenarios 

with quick enhancement of information. The novel and important knowledgeable 

information are extracted from data warehouses with the help of multidimensional data 

models. Although the Hadoop architecture is well defined policy to deal with big 

datasets and it has several computing architectures for multiple application fields. This 

creates a strategy for dividing the big data into several groups over cloud computing 
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platform. The key concerns and challenges of big data analysis are identified and 

solutions are proposed for data analysis over cloud environment [89]. 

The organization of COVID-19 epidemic shows various extraordinary issues in 

numerous areas from drug to biology, which might advantage from examination 

techniques capable to amalgamate the enhancing existing COVID-19 and associated 

information such as effluence, demographics, and weather. On the basis of this 

information, a COVID-WAREHOUSE is developed for saving and processing the 

COVID-19 data of effluence and weather. The time and environment position are two 

major factors of dimensional fact model of OLAP examination [27]. 

A console application is anticipated and urbanized to proceed as an identical twin 

which can be notated the precise significance of sharing responsibility for few future 

crashes. The present learning [51] illustrates a technique to utilize the historical 

information associating with construction presently and clan from IoT [34] for 

detracting the future activities of the construction, even as representing the calculated 

values which are conscientious for negative construction presentation, devoid of 

guidance. This console application is implemented in java language and key 

performance indicators are used to visualize the OLAP model for verification and 

revelation purpose [10]. 

The precise feeling is the major concern to anatomical fitness sensing of subversive 

petroleum mines, although utilizing nerve Bragg strident sensors. On the other hand, 

the earlier urbanized machines for architectural invigilating of subversive mines contain 

restricted to invigilating devoid of some strength of harm exposure [35]. Consequently, 

this paper incorporates an extremely precise invigilating machine on an Internet of 

things (IoT) framework over Web 2.0 server [61]. The prime element examination, 

besides hierarchical clustering, is utilized to locate the scratch pointer of the mine. The 

scratch manifestation is verified, representing the least value for rigidity diminution. 

Therefore, incorporation of this method with Internet would be efficiently introduced 

for premature security measurement of subversive petroleum mines and data 

contribution in real time [15]. 
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The insidious medical services are recognized several components like internet, ad-hoc 

environment, and transmission techniques to provide better solutions of challenges in 

medical system. The health information is taken from the IoT devices and utilized with 

the help of machines and OLAP models. The OLAP and data mining [52, 53] are used 

healthcare data information taken from various heterogeneous sources. The platform 

utilizes several rules and laws to calculate quality and processing speed of medical data 

by using Hadoop Map/Reduce interface [39]. 

The solar energy data are generated from sensors introduced in various geographic 

positions and systems of weather organizations. Still, the Portable Document Format 

(PDF) and Hyper Text Mark-up Language (HTML) formats of files are not given 

meaningful solar energy data extracting from various resources. So, a query platform is 

developed with solar data processing, where the data is taken and combined from 

various heterogeneous resources [40].   

At present era the industry environment demands contribute sequences to be as 

compared to theoretical, which need a novel analysis method for data mining sortilege. 

A sortilege model is provided the combination of progression, routine and data mining 

models. This model is also calibrated with the business intelligence to evaluate the 

efficiency and performance through rules and key performance indicators. The real life 

datasets are used for modelling the sortilege model with business intelligence. A 

particular methodical web entrance offering [31], which proposes concerted efficiency 

invigilating and assessment creation, is offered. The outputs present that the models 

confer extremely precise key performance indicators throws and give expensive 

presence into novel promising chances and problems [65]. 

The model having relational information is possibly the maximum habitually utilized 

database structure [32]; still, complex queries for huge dataset are not preferably run 

and examined by relational model. The OLAP concept is introduced to evaluate the 

multidimensional data for online processing and examination. The business intelligence 

has grown with improving the OLAP model facilitating the efficient data cube 

selection. The ROLAP and MOLAP have improved their performance against query 

processing time and cost to store the reporting time of working hours over economical 
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data. The outcomes represent the better quality performance of ROLAP as compared to 

OLAP for performing data cubing [75]. 

The telecom organizations have to inflate the services with cheapest price on the basis 

of customer requirement information along with call detail record and behaviour of 

purchase. This model is developed and designed abstractly, reasonably and physically 

to solve the problems of data mart in sufficient time. The OLAP model is developed to 

provide superior performance nearer to customers purchase nature and enhance the 

marketing of goods [23]. 

The conceptual models [11] are major concerns in OLAP models using the data 

warehouse, which improves the use of logical models for better performance. The 

conceptual methods have several limitations like maximum learning arc, not easily 

understandable and flexible in user friendly environment. These techniques are more 

complex to study as well as analysis for knowledge workers. Then the cube algebra is 

introduced as a conceptual structural model providing the maximum level of 

knowledge about the database and OLAP to workers. The undesired information is 

hidden from the unknown users for security purpose [16]. 

The OLAP is utilized for multidimensional data representation and processing for 

various application areas. The cube presentation model is presented and examined over 

unified modular language to show the data cube more precisely and accurately. Hence 

needful data are extracted for different organizational systems and represented through 

data cubes using extensible mark-up language and unified modular language to enhance 

the visualization strength of information of multidimensional data cubes [12]. 

A major amount of power is addicting in industrial building zone, ensuing in several 

undesirable concerns. A data cube model is introduced with relationship rule mining 

applying over industrial buildings power expenses survey dataset (6700 industrial 

buildings) to diminish the power expenses and enhance the power efficiency in 

industrial buildings. The OLAP is applied to power expenses industrial data to analyze 

the power based on atmospheric conditions, amalgamated equipment, construction 

types and cooling systems [25]. 
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The query running costs and time is decreased by using an optimal group of 

materialized data cubes in the data warehouse. The Particle Swarm Optimization (PSO) 

[41] is well suitable algorithm utilizing for optimal selection of the data cubes. The 

speed of PSO is higher as compare to other greedy and heuristic techniques. The global 

optimal results are also achieved by the PSO in terms of materialized data cube 

selection. The PSO is applied to a collection of data cubes to find out the best cubes to 

reduce the query running time cost. The exploration and exploitation power of PSO is 

superior for searching the local and global optimum values of data cubes enhancing the 

accuracy and performance of the system. The results represent the better quality 

efficiency of PSO [55] against the optimization technique like Genetic Algorithm (GA) 

based on multiple performance factors [8]. 

The data clustering [56, 62] is introduced to examine the numerous data, where the data 

are divided into multiple partitions for further processing. Therefore, the data is easily 

accessible in least time for users to save the extra cost of query processing in data 

warehouse. The K-Means are a famous method to partition the data into clusters for 

data analysis. Several optimization algorithms [42, 54] are also introduced for data 

clustering to generate optimal clusters of data for reducing the computational cost and 

time over huge data information of data warehouses. The PSO is one of the best 

utilized approaches to improve the strength of data clustering with least error rate and 

highest convergence speed as compared to other clustering techniques [37, 43]. 

Table 2.1 represents the various works of researchers in comparative way. 

Table 2.1: Comparative Analysis of OLAP based Research Works 

Authors Approach/M

ethod 

Application 

Area 

Platfor

m 

Advantages Limitatio

ns 

G. 

Agapito 

et. al. [27] 

(2020) 

Dimensional 

Fact Model 

& OLAP 

Medical 

(COVID-19) 

Python Used 

automatic 

extraction, 

transformati

on and 

loading 

Not used 

graphical 

user 

interface 
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A. 

Papacharal

ampopoul

os et. al. 

[10] 

(2020) 

Key 

performance 

indicator & 

OLAP 

Production 

System 

Java Used the 

IoT to 

indicate the 

future 

failures 

Not used 

differentia

l order and 

knowledge 

based 

libraries 

B. W. Jo 

et. al. [15] 

(2018) 

Fiber Bragg 

Grating 

Coal Mines Web 2.0 Hierarchical 

clustering 

utilized for 

harm 

pointer of 

mine 

Subversiv

e mines 

unsympath

etic 

situation 

J. N. S. 

Rubi et. al. 

[39] 

(2019) 

Internet of 

medical 

things 

Healthcare e-Health 

Sensor 

Kit 

Automatic 

preparation 

of data and 

knowledge 

extraction 

method 

Throughp

ut, and 

average 

time is not 

evaluated 

J. L. S. 

Carvantes 

et. al. [40] 

(2016) 

Solar 

radiation 

extraction 

and query 

platform 

Weather 

Stations  

Sensor 

Web 

Enablem

ent 

Reuse the 

data and 

develop the 

web 

application 

Sensors 

not used 

like 

Thermome

ter, 

hydromete

r etc. 

N. 

Stefanovic 

[65] 

(2014) 

Supply Chain 

Model & Key 

performance 

indicator 

Business 

Intelligence 

Web 

Portal 

Global, 

Collaborativ

e, predictive 

analysis 

Not 

support 

visual 

intelligenc

e.  

P. ROLAP & Business Structure Server side Time 
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Westerlun

d [75] 

(2008) 

MOLAP Intelligence d Query 

Languag

e (SQL) 

data 

analysis 

Consumin

g and 

costly 

D. 

Camilovic 

et. al. [23] 

(2009) 

OLAP Data Mart SQL Dynamic 

data 

processing 

Not 

provide 

any time 

and cost 

model 

C. Ciferri 

et. al. [16] 

(2012) 

Cube algebra 

model & 

OLAP 

Pollution 

Control 

SQL User 

friendly 

model with 

flexible 

design 

Not 

include 

spatial and 

multimedi

a data 

A. S. 

Maniatis 

[12] 

(2005) 

Cube 

presentation 

model and 

OLAP 

Rational 

Rose 

XML 

and 

UML 

Stereotype 

extension of 

data 

Not 

provide 

visualizati

on and 

automatic 

generation 

B. Noh et. 

al. [25] 

(2019) 

Data cube 

model with 

relationship 

rule mining 

Industrial 

building data 

R Tools Evaluated 

the power 

strength 

The time 

and 

harmful 

effects not 

considered 

A. Gosain 

et. al. [8] 

(2016) 

PSO Sales data MATLA

B Tool 

Several 

frequencies 

and 

dimensions 

are taken 

Processing 

time is not 

calculated 

Data Warehouse [9] is a collection of huge information of assorted data about several 

organizations utilizing for assessments. These assessments are taken by complex 
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queries applied to data warehouse [27] to reduce the answer time. The materialization 

in data cubes is well utilized for query processing in an efficient manner with lesser 

time consuming. Entire views of data cubes can be materialized to access the data 

quickly with minimizing the answering time of queries. The Online Analytical 

Processing (OLAP) [64] is used for query processing over data warehouse and 

extracting the useful information for analysis work. It is also helpful for assessment 

support to provide the users overviews. OLAP is combined with Key Performance 

Indicators (KPIs) [10, 65] to provide a dashboard application over historical data. The 

production efficiency is explained with numerical examples and developed in the Java 

programming language. 

OLAP is also utilized for energy cost analysis in commercial areas to reduce the 

expenditure with improving the power efficiency [14]. A multidimensional cube model 

is utilized for evaluating the power consumption at several stages of generalization. 

This time OLAP [22] is used with association rules to generate feasible solutions for 

huge data about buildings in commercial sectors. Unified Modeling Language (UML) 

[16] and Structured Query Language (SQL) are also introduced for query processing in 

OLAP. The web based software is implemented for analyzing the students' results 

based on the object oriented methodology. The analytical comparison of huge student 

data is easily performed by OLAP to minimize the stress and workload of schools. 

Lectures are easily delivered to students through this object oriented platform [25]. 

Another application of OLAP is a police intellect, a decision scheme to catch the 

criminals and take an efficient decision about crime [48]. 

The analytical process is also utilized for intellectual study over multidimensional data 

for business purposes [88] in Social Business Intelligence (SBI). The social, private and 

public data can be analyzed easily using OLAP semantic analysis to model the huge 

information of companies for business point of views [36, 98]. The health care data 

[97] is also formulated and structured by mining in OLAP. The Internet of Medical 

Things (IoMT) systems are well suited for providing health information of patients and 

also predict the treatment of diseases by using medical data analysis [39]. The 

extraction of solar radiation data from huge amount of information is performed by 

query processing in several geographical positions and structures. The sensor data of 
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this system accesses by user to initiating the query on solar data and analyzing the data 

at several stages [40].  

The numerous amounts of data and information of different industries are combined to 

form a data warehouse [9]; which is further exploited for processing and managing the 

information. These evaluations are occupied through multifarious queries functioned on 

data warehouse [27] to decrease the resolving period. The embodiment in data cubes is 

specially developed for query answering in a competent mode with smaller time 

intense. The whole data cubes sight could be embodied to penetrate the information 

hastily with decreasing the answering period of queries or questions [37]. 

The OLAP [64, 89] is exploited for query dealing through data depot and fetching the 

needful data to examine effort. It is furthermore cooperative for appraisal carry for 

offering the client aspects. The historical information is well recognized with a 

dashboard scheme to improve the key performance indicators [23, 65] of OLAP 

database. This scheme is implemented in Java and evaluated with mathematically 

exploited to enhance the production effectiveness.  

The power consumption in industrial fields is very interesting concept to perform better 

examination of energy for OLAP query initialization [10, 11]. The energy using for 

OLAP query evaluation is exploited through data cube at numerous steps of 

simplification. Here, OLAP [14, 22] is developed with associated regulations to 

achieve practicable results for vast information concerning buildings in industrial 

fields. The web related applications are using the structured query language for 

modifying the database and also performing the efficient query processing with the help 

of the unified modelling language [75]. The object oriented paradigm based database is 

well suitable for preparing the students performance based results. This mathematical 

examination of vast student database is performed by OLAP model; which helps to 

examiners and institutes for reducing the overhead and tension to manage this large 

data. The object based architecture is simple to implement for classes delivering to 

students in flexible and efficient manner [16]. The cyber security related data is also 

utilized for taking the decisions against suspicious activities to reduce the crime rate 

and catch the suspicious persons [25].  
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The social business intelligence is a specific strategy to fulfil the industrial 

requirements for analyzing the multidimensional information intelligently [36, 48].  

The communal, confidential and secret information could be examined simply 

exploiting OLAP semantic study to form the vast data of organizations for industrial 

behaviour [40]. The medical information [98] is furthermore processed and maintained 

by information mining in OLAP; which is collected from various internets of things 

devices. These devices are specifically appropriated for obtaining medical data of 

patients and furthermore expect the remedy of disease by utilizing health information 

exploitation [97]. The mining of solar radiation information from vast data warehouses 

is initiated by query dispensation in numerous environmental locations and 

architectures. The sensor information of solar data executes by persons to apply the 

query for requesting and examining the information at various levels [39, 88]. 

The huge amount of data is collected in the form of data warehouse [9, 27, 64] to 

combine all the information about organisations. This data information is very difficult 

to access in minimum time due the big data [57] for OLAP. to improve the performance 

of OLAP, the data is organised in several groups to save the accessing time and query 

processing cost. This organisation of data into groups is known as data clustering. KPI 

(Key Performance Indicator) [10] is also merged with OLAP [65] to perform fast query 

processing. 

OLAP is also used for power cost examination in marketable areas to diminish the 

expenses with increasing the influence performance [14, 22]. A multidimensional data 

is used for calculating the influence expenses at various stages of simplification. Hence 

the rule association is developed with OLAP to obtain efficient results on numerous 

building data using UML (Unified Modeling Language) [16] and SQL (Structured 

Query Language) [25, 48]. The decision support system is also developed with data 

clustering for fast accessing the huge data [36, 88] with maximum accuracy of 

information with respect to future aspects [97, 98].   

The data warehouse [9, 27, 64] is stored the numerous amount of structured and 

unstructured data [46, 49] and information on various application areas over network. 

This huge collection of data is very complicated to access and use for different OLAP 
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applications because of its size and its higher data accessing and processing time. The 

OLAP [23, 65] model is combined with KPI [10] (Key Performance Indicator) to 

achieve a quick processing time of query. The Multidimensional Aggregation Cube 

(MAC) scenario is also used by OLAP for selection of cubes to reduce the complexity 

of huge data processing [11]. 

The organizing of data is well performed by using clustering, in which data are 

maintained in various clusters (groups), so suitable data information is easily accessed 

and processed in minimum time duration and least cost. The analysis of energy cost is 

performed by using OLAP in the industry and market fields to moderate the 

expenditure with escalating the influence concert [14, 22]. The influence expenditure is 

evaluated by utilizing multidimensional data [75] at several generalization steps. The 

UML (Unified Modelling Language) [16] and SQL (Structured Query Language) [25, 

48] are applied over huge construction data to generate effective outputs with the 

OLAP rule association. The data clustering is also combined with decision support 

structure to provide speedy data accessing [36, 88] with higher precision of data in 

terms of future aspects [37, 97]. 

2.3. Summary and Discussion 

The reliable OLAP models are employed to analyze and deal with important 

informative data of data warehouse. The overhead of handling the huge data and 

making the decision for data processing is diminished through OLAP models. The 

ROLAP, MOLAP and HOLAP are three popular models for data warehouse to explain 

and organize the data into multidimensional, relational and hybrid structures. The query 

processing expenses and time are abridged by introducing various methods and 

optimization techniques with multidimensional data model to enhance the OLAP 

performance. The efficiency of OLAP model is also enhanced by utilizing the data 

clustering methodologies [58, 59], in which the important huge data information such 

as medical, industrial and secret data is combined into clusters. So, data clustering is 

improving the accuracy and accessing capability of OLAP models over data 

information. The key concern of this research work is specified a widespread 

compilation of precious data about OLAP examination, models, query performing, 
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problems and optimization techniques in multiple eras. Therefore, the researchers can 

be used the necessary information to develop novel and proficient strategies for OLAP 

data examination. The text and tabular arrangements of previous works are further 

utilized for innovative OLAP strategy selection. 

Consequently, it concludes that data clustering, cube selection and optimization 

strategies are developed for optimal OLAP data processing but they enclose 

nevertheless numerous restrictions, then the data cube selection and data clustering with 

optimization strategies have been projected in subsequent chapter to broaden the 

usefulness and to moderate the restrictions of prior strategies. 
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CHAPTER-3 

Selection of OLAP Materialized Cube by using a 

Fruit Fly Optimization (FFO) Approach: a 

Multidimensional Data Model 

3.1. Introduction 

The Online Analytical Processing (OLAP) based Multidimensional examination 

hassles for several stockpiling magnificence over huge data. For as much to recognize 

queries answering time companionable by OLAP framework users and understanding 

entire business perceive mandatory, OLAP data is structured as a data cube (a 

multidimensional model). The OLAP queries are responded in speedy and steady time 

by utilizing the cube materialization for assessments takers. But, this also involves 

unendurable expenses, regarding to stockpile memory and period, and as a data depot, 

OLAP has an average dimension and dimensionality which is to be significant on query 

processing.  

Consequently, cube assortment has got to be finished motivating to diminish inquiry 

management expenses, maintaining as a restraint the materializing gap. Several 

techniques and heuristics like deviationist and insatiable algorithms have been utilized 

to offer an estimated result. In this work, a Fruit Fly Optimization (FFO) approach is 

implemented in a lattice structure [13] to obtain an optimal materialized data cube for 

reducing the query processing expenses. The results illustrate that FFO generates better 

performance than Particle Swarm Optimization (PSO) [44, 60] in terms of frequency 

and number of dimensions. 

In the above analysis of works, materialized data cubes are generated from important 

data extraction from the huge amount of data. These data cubes are selected by using 

optimization approaches in large space to provide efficient query processing in an 

OLAP multidimensional data model. The PSO is one of the nature inspired optimization 

approach initiating on data cubes to generate optimal materialized data cubes. Here, we 

proposed another optimization technique FFO, which generates better results than PSO 
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over OLAP multidimensional model in terms of frequency and number of dimensions to 

reduce the query processing expenditure in several constraint spaces. 

3.2. The Fruit Fly Optimization (FFO) approach for selection of OLAP 

Materialized Cube (a Multidimensional Data Model) 

3.2.1. FFO Approach 

A bio-inspired Fruit Fly Optimization (FFO) approach is utilized for generating the 

global optimal solutions on the basis of foraging inspired by fruit flies. Various realistic 

explanations to optimization quandary are illustrated by foraging of fruit flies in FFO. 

The fruit fly gaits by plunging to the food, exploits its vigilant spirit to realize food and 

where it correlates flock and then it gaits by plunging into a route. 

 

Start 

Step1. Put primary standards of position, fitness function, smell, generation and 

population randomly of entire fruit flies. (eq. (1)) 

 

 

 

Step2. Compute the fitness standards on the basis of distance ( ) and smell ( ) 

for entire fruit flies. Hence, optimized solutions are obtained with fitness of individual 

and population. (eq. (2), (3) & (4)) 

 

 

 

 

 

 

 



 

 
36 

Step3. Change the standards of best index and position for entire fruit flies (eq. (5) & 

(6)). Hence, update the fruit fly`s position (eq. (7) & (8)). 

 

                                                                                  

Where   = indolence coefficient 

and = Constant. 

 

 

 

 

 

 

 

 

Step4. Establish optimized result, if not, go over 2. 

If established the optimized result, found best node. 

End 

3.2.2. Lattice Structure 

The lattice structure combines entire probable data cubes at dissimilar stages of 

concentricity by describing cubes on their reliance. Two cubes and  are connected 

by a route for generating reliance association ( ). This association illustrates that 

an answer to the OLAP query given by , can also be provided by . In lattice 

structure, data cubes are possible for N dimensions for an information association. 

Here,  = 8 data cubes are obtained from 3 dimensional data “Sales” (Customer (C), 

Supplier (S), Part (P)) (Figure 3.1). 
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The minimum concentricity represents by bottom cube (eg-CSP) and maximum 

concentricity represented by the top cube. The structure illustrates that an answer to the 

OLAP query given by child cube (*,S,*) can also be provided by any parent cubes 

(*,S,P), (C,S,*) or (C,S,P) by concluding data beside few dimensions.     

SC0 (CSP)

(5000)

SC3 (-SP) 

(500)
SC2 (CS-) 

(1045)

SC1 (C-P) 

(2864)

SC6 (-S-) 

(10)
SC5 (--P) 

(40)

SC4  (C--) 

(110)

SC7 (---) 

(1)

 

Figure 3.1. Lattice Structure 

3.2.3. Cube Selection using FFO approach 

The objective of an OLAP model is to reduce expenditure of query and preservation 

with fulfilling a constriction like materialized space. The Entire Query Expenditure 

(EQE) for an OLAP query is evaluated by utilizing answering cost and frequency of 

query using eq. (9). 

 

 

Here, 

= query  frequency. 

= query answering expenditure (cost) with  (Materialized Cube) which 

is calculated by using eq. (10). 

 

 

 

Here, 

= Number of sub-cubes of query . 



 

 
38 

=Least Predecessor (Lpre) conception of query with . 

The Preservation Expenditure (PE) of a materialized cube  is evaluated in terms 

of least predecessor (Lpre) of using eq. (11). 

 

 

 

After that Entire Preservation Expenditure (EPE) is evaluated by eq. (12). 

 

 

Here, 

= frequency of inclusion in support association. 

Hence, the Entire Cost Function (ECF) is calculated by combining the EQE (Entire 

Query Expenditure) and EPE (Entire Preservation Expenditure) using eq. (13). 

 

 

 

The optimal value of ECF is obtained by applying FFO approach on this objective 

function ECF. The initial values of expenditure can be evaluated from pedestal 

association and the value of Error! Bookmark not defined.is empty initially. After 

that optimal values are evaluated using FFO. The ECF function is utilized as variation 

function, as it discovers the solution fitness throughout the following of the several 

targets. The ECF function is minimized to obtain least expenditure of query with highest 

fitness. 

3.3. Result and Analysis 

The FFO and PSO approaches have implemented in MATLAB 2019a environment 

(windows 8, 8 GB RAM, Core i3 processor) and analyzed in terms of frequency and 

number of dimensions (Figure 3.2 (a) (b) (c)). The results illustrate the best quality 

performance of FFO over PSO with minimum query processing expenditure. Here, we 
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measured several belongings of space constrictions as 10%, 20%, 30%, 40%, 50% and 

60% to analyze the FFO and PSO approaches. 

 

Figure 3.2 (a). Implementation in MATLAB 

 

Figure 3.2 (b). Implementation in MATLAB 
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Figure 3.2 (c). Implementation in MATLAB 

We performed the implementation of FFO and PSO on the multiple dimensional data 

like three dimensions ((Customer (C), Supplier (S), Part (P)), and four dimensions 

(Customer (C), Supplier (S), Part (P), Time (T)) evaluate the results. 

 

Figure 3.3. Query Processing Expenditure for PSO and FFO approaches (3 

Dimensions) 

Figure 3.3 illustrates that the FFO and PSO generate query processing expenditure (in 

tuples) as 124000000 and 160000000 in terms of space constrictions for selecting 

optimal data cubes. The FFO obtains superior results 26% than PSO with several space 

constraints for three dimensional data. 
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Figure 3.4. Query Processing Expenditure for PSO and FFO approaches (4 

Dimensions) 

Figure 3.4 illustrates that the FFO and PSO generate query processing expenditure (in 

tuples) as 130000000 and 220000000 in terms of space constrictions for selecting 

optimal data cubes. The FFO obtains superior results 41% than PSO with several space 

constraints for four dimensional data. Figure 3.3 & Figure 3.4 illustrates that the FFO 

generates better results for selecting optimal data cubes with minimum OLAP query 

processing expenditure as compared to PSO for all dimensional data. 

We also evaluated the results of FFO and PSO in terms of identical and arbitrary 

frequencies (range 0 to 1). 

 

Figure 3.5. Query Processing Expenditure for PSO and FFO approaches (Identical 

frequencies) 
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Figure 3.5 illustrates that the FFO and PSO generate query processing expenditure (in 

tuples) as 150000000 and 190000000 in terms of space constrictions for selecting 

optimal data cubes. The FFO obtains superior results 22% than PSO with several space 

constraints for identical frequencies. 

 

Figure 3.6. Query Processing Expenditure for PSO and FFO approaches (Arbitrary 

frequencies) 

Figure 3.6 illustrates that the FFO and PSO generate query processing expenditure (in 

tuples) as 57000000 and 77000000 in terms of space constrictions for selecting optimal 

data cubes. The FFO obtains superior results 26% than PSO with several space 

constraints for arbitrary frequencies. 

Figure 3.5 and Figure 3.6 illustrates that the FFO obtains more efficient performance for 

choosing optimal data cubes as compared to PSO in all frequencies with least OLAP 

query processing expenditure. 

3.4. Summary and Discussion 

In this work, FFO based optimal materialized cube selection is performed on lattice 

structure with multidimensional data over OLAP framework. The results are evaluated 

on multidimensional data in terms of frequency and number of dimensions. The analysis 

of performance of FFO illustrates the improved quality, efficiency of FFO to reduce the 
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OLAP query processing expenditure as compared to PSO. In the future, several 

optimization approaches will be implemented for optimized cube selection by 

considering the time complexity as a factor. 

3.5. Limitation of FFO Approach 

In this chapter, it has been demonstrated that FFO mechanism is oppressed to choose 

the optimal materialized cube on lattice structure. This mechanism has computed 

greater effectiveness according to query processing expenditure analyzed against PSO. 

On the other hand, there are tiny restrictions in the FFO that FFO purely enchanted in a 

limited unsurpassed prospective evaluation at the subsequently development stage due 

to small convergence accuracy. The FFO as fit might be unproductive to comprehend 

the utility most constructive as it moves away from the origin peak or in the negative 

boundary. These limits are isolated by developing another optimization mechanism for 

cube selection to further improve the effectiveness of FFO based optimal cube 

selection, which is prominent as Grey Wolf Optimization (GWO). The GWO is 

oppressed to choose the optimal data cubes and computed greater competence 

according to query processing expenditure. 
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CHAPTER-4 

A Grey Wolf Optimization (GWO) based Cube 

Selection in OLAP Data Model 

4.1. Introduction 

The data cube assessments dependent on Online Analytical Processing (OLAP) trouble 

for numerous depositing splendours over broad information. In favour of appreciating 

question answering era pleasant with OLAP skeleton patrons and allowing complete 

industry organized notice compulsory, OLAP information is organized as a data cube 

model. The OLAP questions are answered in rapid and sturdy time by exploiting the 

cube embodiment for appraisals buyers. Until now this moreover insets insupportable 

charge, concerning to accumulation remembrance and time, yet as a data storage area 

had a typical length and extent which will be influential on stimulating procedure.  

Thus, cube classification has visited to be refined fascinating to moderate question 

managing charge, preserving as a control the materializing breach. Numerous strategies 

and heuristics like divergence and voracious approaches have been exploited to suggest 

a vague solution. Here, a Grey Wolf Optimization (GWO) strategy is exploited in a 

lattice structure for finding the best data cube to decrease the question processing 

charge. The outputs describe the superior efficiency of GWO against GA, PSO [63] and 

ALO based on total dimensions and frequency. 

In prior examination, data cubes are obtained from essential information through the 

vast quantity of information. The data cubes are obtained by utilizing optimization 

strategies like Genetic Algorithm (GA), Particle Swarm Optimization (PSO) [22, 23] 

and Ant Lion Optimization (ALO) in huge field to generate intellectual query 

dispensation in OLAP data model [24]. Here, a Grey Wolf Optimization (GWO) 

strategy is implemented in a lattice structure for discovering the best data cube and the 

results express the better quality efficiency of GWO against GA, PSO and ALO based 

on total dimensions and frequency to diminish the query dispensation expenses in 

numerous restriction places. 
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4.2. The Proposed Grey Wolf Optimization (GWO) based Cube 

Selection in OLAP Data Model 

4.2.1. GWO Approach 

The GWO is a bio inspired strategy; which exploits the grey wolves for guidance 

hierarchy and mode of hunting grouping among alpha (α), beta (β), delta (δ) and omega 

(ω) types and explores probing, offensive and encompassing quarry for optimization. 

The GWO is illustrated mathematically as below: 

Social Hierarchy. The GWO obtains the values of α, β, δ and ω for Ist, IInd, IIIrd fittest 

and respite of solutions respectively. 

Encircling Prey. The grey wolves are utilized for encircling prey to hunt evaluating 

through eq. (1) to eq. (4). 

 

 

 

 

 

 

 

Where,  

τ = current repetition 

= vector location of prey 

= vector location of grey wolf 

= performance indicator vector 

 = arbitrary vector within [0, 1] 
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 = decrease the value from 2 to 0. 

The grey wolf is altered its location by utilizing eq. (1) and eq. (2). 

Hunting. The encircle and prey are positioned in space; which are discovered with the 

help of grey wolves. The hunting behavior is exploited to alter the locations for 

achieving the optimal location and to evaluate the optimal results for α, β, and δ 

through eq. (5) to eq. (7). 

 

 

 

 

 

 

Attacking Prey (Exploitation). When grey wolves discontinue movement; 

subsequently they assault the prey through dropping the component of  from 2 to 0. 

When |V| < 1, it pressurizes the wolf crowd to assault the prey and |V| > 1, this 

pressurizes wolves to determine vast field as a choice of utilization. 

4.2.2. Lattice Structure 

The lattice structure modulates completely plausible data cubes at divergent levels of 

stockpiling through illustrating cubes on their reliance. Two cubes and are 

associated through a link for obtaining dependence relationship ( ). This 

relationship explains that a reply to the OLAP query agreed by , preserve 

furthermore be conferred through . The dependence relationship of information has D 

dimensions with probable 2D data cubes in lattice structure. For example, a 3 

dimensional data “Electronics Sales” (Item (I), City (C), year (Y)) has 23 = 8 data 

cubes; which is represented in figure 4.1. 



 

 
47 

The least stockpiling shows through base cube (like ICY) and utmost stockpiling shows 

through the peak cube. The structure explains that a reply to the OLAP query specified 

through child cube (*,C,*) preserves furthermore through every parent cubes (*,C,Y), 

(I,C,*) or (I,C,Y) by closing data nearby little dimensions. 

 

SB0 (ICY)

(10000)

SB3 (-CY) 

(1000)
SB2 (IC-) 

(2090)

SB1 (I-Y) 

(5728)

SB6 (-C-) 

(20)
SB5 (--Y) 

(80)

SB4  (I--) 

(220)

SB7 (---) 

(1)

 

Figure 4.1: Lattice Structure 

4.2.3. GWO approach for Cube Selection 

The OLAP model is mainly utilized for decreasing expenses of query handling and 

maintenance with gratifying a condition such as materialized field. The Whole Query 

Spending (WQS) for an OLAP query is calculated through replying expenditure and 

occurrence of query utilizing eq. (8). 

 

Where, 

 = Occurrence of qe query 

 = qe query reply spending (expenses) with BM (Materialized Cube) 

evaluating through eq. (9). 
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Where, 

 = total qe query sub-cubes 

 = Least antecedent (Lant) origin of qe query with BM 

The Maintenance Spending (MS) of a materialized cube  is calculated 

depending on least antecedent (Lant) of  utilizing eq. (10). 

 

 

 

Later than Whole Maintenance Spending (WMS) is calculated through eq. (11). 

 

 

Where, 

 = Occurrence of enclosure in maintaining relationships. 

Therefore, Whole Spending Function (WSF) is evaluated by merging the WQS (Whole 

Query Spending) and WMS (Whole Maintenance Spending) through eq. (12). 

 

 

The GWO is applied on the function WSF to obtain optimal results (like data cubes). 

The primary values of spending can be calculated from platform relationship and value 

of BM is null primarily. Later then, optimal results are calculated utilizing GWO. The 

WSF function is exploited as discrepancy standard, while it obtains the output fitness 

during subsequent numerous targets. The WSF function generates minimum value to 

provide smallest spending of query by means of utmost fitness. 

4.3. Result Analysis 

The MATLAB 2019a tool (windows 8, 8 GB RAM, Core i3 processor) is used to 

implement GWO technique and the results are evaluated depending on total dimensions 
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and frequency (Figure 4.2 (a) (b) (c)). The outcomes demonstrate the superior 

performance of GWO by means of a least query dispensation expense. At this time, 

numerous positions of space constraints are deliberated as 10% - 80% to examine the 

GWO technique. 

 

Figure 4.2 (a). Implementation in MATLAB 

 

Figure 4.2 (b). Implementation in MATLAB 
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Figure 4.2 (c). Implementation in MATLAB 

The GWO technique is applied on data with various dimensions such as 3 dimensions 

(Item (I), City (C), Year (Y)), 4 dimensions (Item (I), City (C), Year (Y), Sales-in-

dollars (S)) and 5 dimensions (Item (I), City (C), Year (Y), Sales-in-dollars (S), 

Demand (D)) to calculate the outputs. 

 

Figure 4.3: Query Dispensation Expenses on 3 Dimensions 

Figure 4.3 demonstrates that the GWO, ALO, PSO and GA generate query dispensation 

expenses (in tuples) as 118700000, 131000000, 159000000 and 161000000 respectively 
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in terms of space constrictions for selecting optimal data cubes for three dimensional 

data. The PSO obtains superior results 5% than GA; The ALO obtains superior results 

18% than PSO and 22% than GA; and GWO obtains superior results 10% than ALO 

and 26% than PSO and 29% than GA with several space constraints for three 

dimensional data. 

 

Figure 4.4: Query Dispensation Expenses on 4 Dimensions 

Figure 4.4 demonstrates that the GWO, ALO, PSO and GA generate query dispensation 

expenses (in tuples) as 71000000, 110000000, 160000000 and 230000000 respectively 

in terms of space constrictions for selecting optimal data cubes for four dimensional 

data. The PSO obtains superior results 31% than GA; The ALO obtains superior results 

32% than PSO and 53% than GA; and GWO obtains superior results 36% than ALO 

and 56% than PSO and 70% than GA with several space constraints for four 

dimensional data. 
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Figure 4.5: Query Dispensation Expenses on 5 Dimensions 

Figure 4.5 demonstrates that the GWO, ALO, PSO and GA generate query dispensation 

expenses (in tuples) as 102154780, 150364120, 286352000 and 375620000 respectively 

in terms of space constrictions for selecting optimal data cubes for five dimensional 

data. The PSO obtains superior results 24% than GA; The ALO obtains superior results 

48% than PSO and 60% than GA; and GWO obtains superior results 33% than ALO 

and 65% than PSO and 73% than GA with several space constraints for five 

dimensional data. 

Figure 4.3 to figure 4.5 demonstrates that the GWO obtains superior outputs for picking 

up the best data cubes having least OLAP query dispensation expenses against prior 

methods like GA, PSO and ALO for whole dimensional data. Here, GWO obtains 

superior outputs 11% against ALO, 21% against PSO and 29% against GA for 3 

dimensional data; 10% against ALO, 15% against PSO and 23% against GA for 4 

dimensional data; 6% against ALO, 8% against PSO and 21% against GA for 5 

dimensional data.  The GWO has also calculated the outputs depending on uniform and 

capricious frequencies within (0, 1). 
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Figure 4.6: Query Dispensation Expenses for Uniform Frequencies 

Figure 4.6 demonstrates that the GWO, ALO, PSO and GA generate query dispensation 

expenses (in tuples) as 100000000, 140000000, 160000000 and 190000000 respectively 

in terms of space constrictions for selecting optimal data cubes for uniform frequencies. 

The PSO obtains superior results 16% than GA; The ALO obtains superior results 13% 

than PSO and 27% than GA; and GWO obtains superior results 29% than ALO and 

38% than PSO and 48% than GA with several space constraints for uniform 

frequencies. 

 

Figure 4.7: Query Dispensation Expenses for Capricious Frequencies 
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Figure 4.7 demonstrates that the GWO, ALO, PSO and GA generate query dispensation 

expenses (in tuples) as 42000000, 62000000, 73000000 and 76000000 respectively in 

terms of space constrictions for selecting optimal data cubes for capricious frequencies. 

The PSO obtains superior results 5% than GA; The ALO obtains superior results 16% 

than PSO and 19% than GA; and GWO obtains superior results 33% than ALO and 

43% than PSO and 45% than GA with several space constraints for uniform 

frequencies. 

Figure 4.6 and figure 4.7 demonstrates that the GWO obtains better quality outputs for 

choosing the best data cubes along with least OLAP query dispensation expenses 

against prior methods like GA, PSO and ALO for whole dimensional data. Here, GWO 

obtains better quality outcomes 8% against ALO, 17% against PSO and 22% against 

GA for uniform frequencies; 35% against ALO, 52% against PSO and 56% against GA 

for capricious frequencies.   

4.4. Summary and Discussion 

In this paper, GWO is introduced to choose the best materialized cube utilizing the 

OLAP multidimensional information model with lattice structure. The outcomes are 

calculated on data having various dimensions based on total dimensions and frequency. 

The GWO is examined over lattice structure to find out the optimal data cube for 

minimizing the query dispensation expenses. Various optimization strategies will be 

introduced to perform an optimal selection of data cubes with more dimensions and 

evaluating the time and space complexity as performance indicators in the future. 
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CHAPTER-5 

Comparative Analysis of FFO and GWO 

Approaches 

5.1. Introduction 

For evaluating the performance of the FFO and GWO schemes describing in earlier 

chapter, eq. (12)  

(from heading 4.2.3 in chapter 4) is used to discover optimal data cubes for 

materialized OLAP models. Eq. (1) to eq. (13) is computed alike as earlier chapter 

(heading 4.2 in chapter 4). Subsequently FFO and GWO are performed (one by one) on 

function WSF to obtain the optimal materialized data cubes for OLAP model. Here 

analysis is computed on MATLAB 2019a environment by means of windows 8 and 

core i3 processor. The FFO and GWO results have been computed as compared to the 

earlier work such as ALO, PSO and GA depending on query dispensation expenses in 

terms of total dimensions and frequencies. 
 

5.2. Comparative Analysis of FFO and GWO Approaches 

The MATLAB 2019a tool (windows 8, 8 GB RAM, Core i3 processor) is used to 

implement FFO and GWO techniques and the results are evaluated depending on total 

dimensions and frequency. The outcomes demonstrate the superior performance of 

FFO and GWO by means of a least query dispensation expense. At this time, numerous 

positions of space constraints are deliberated as 10% - 80% to examine the FFO and 

GWO technique. 

The FFO and GWO technique are applied on data with various dimensions such as 3 

dimensions (Item (I), City (C), Year (Y)), 4 dimensions (Item (I), City (C), Year (Y), 

Sales-in-dollars (S)) and 5 dimensions (Item (I), City (C), Year (Y), Sales-in-dollars 

(S), Demand (D)) to calculate the outputs. 
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Figure 5.1: Query Dispensation Expenses on 3 Dimensions 

Figure 5.1 demonstrates that the PSO obtains superior outputs 10% against GA; ALO 

obtains superior outputs 11% against PSO and 19% against GA; FFO obtains superior 

outputs 6% against ALO, 16% against PSO and 24% against GA; GWO obtains 

superior outputs 6% against FFO, 12% against ALO, 21% against PSO and 28% 

against GA for query dispensation expenses on 3 dimensional data. 

 

Figure 5.2: Query Dispensation Expenses on 4 Dimensions 
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Figure 5.2 demonstrates that PSO generates better quality outcomes 10% against GA; 

ALO generates better quality outcomes 6% against PSO and 15% against GA; FFO 

generates better quality outcomes 5% against ALO, 10% against PSO and 19% against 

GA; GWO generates better quality outcomes 6% against FFO, 10% against ALO, 15% 

against PSO and 23% against GA for query dispensation expenses on 4 dimensional 

data. 

 

Figure 5.3: Query Dispensation Expenses on 5 Dimensions 

Figure 5.3 demonstrates that PSO computes improved results 14% against GA; ALO 

computes improved results 3% against PSO and 16% against GA; FFO computes 

improved results 4% against ALO, 7% against PSO and 19% against GA; GWO 

computes improved results 2% against FFO, 6% against ALO, 8% against PSO and 

21% against GA for query dispensation expenses on 5 dimensional data. 

The GWO has also calculated the outputs depending on uniform and capricious 

frequencies within (0, 1). 
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Figure 5.4: Query Dispensation Expenses for Uniform Frequencies 

Figure 5.4 demonstrates that PSO evaluates advanced results 6% against GA; ALO 

evaluates advanced results 11% against PSO and 16% against GA; FFO evaluates 

advanced results 5% against ALO, 15% against PSO and 20% against GA; GWO 

evaluates advanced results 3% against FFO, 8% against ALO, 18% against PSO and 

22% against GA for query dispensation expenses on uniform frequencies.   

 

Figure 5.5: Query Dispensation Expenses for Capricious Frequencies 
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Figure 5.5 demonstrates that PSO calculates advanced outcomes 8% against GA; ALO 

calculates advanced outcomes 26% against PSO and 32% against GA; FFO calculates 

advanced outcomes 21% against ALO, 42% against PSO and 46% against GA; GWO 

calculates advanced outcomes 19% against FFO, 36% against ALO, 53% against PSO 

and 56% against GA for query dispensation expenses on capricious frequencies.   

It summaries that first scheme FFO obtains advanced outputs as compared to ALO, 

PSO and GA depending on query dispensation expenses in terms of total dimensions 

and frequencies. The second scheme GWO obtains advanced outputs as compared to 

FFO, ALO, PSO and GA depending on query dispensation expenses in terms of total 

dimensions and frequencies. The figures (Figure 5.1 to Figure 5.5) demonstrate that the 

query dispensation expenses of all schemes are reduced by means of increasing the 

space constraints. Consequently, the expenses are reduced during the optimal solution 

searching process. 

5.3. Summary and Discussion 

Here, FFO based optimal materialized cube selection is performed on lattice structure 

with multidimensional data over OLAP framework. The results are evaluated on 

multidimensional data in terms of frequency and number of dimensions. The analysis of 

performance of FFO illustrates the improved quality, efficiency of FFO to reduce the 

OLAP query processing expenditure as compared to PSO.  

Another scheme, GWO is introduced to choose the best materialized cube utilizing the 

OLAP multidimensional information model with lattice structure. The outcomes are 

calculated on data having various dimensions based on total dimensions and frequency. 

The GWO is examined over lattice structure to find out the optimal data cube for 

minimizing the query dispensation expenses as compared to FFO, ALO, PSO and GA in 

terms of space constraints. Various optimization strategies will be introduced to perform 

an optimal selection of data cubes with more dimensions and evaluating the time and 

space complexity as performance indicators in the future. In the future, several 

optimization approaches will be implemented for optimized cube selection by 

considering the time complexity as a factor. 
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In both the mechanism GWO and FFO, the optimal materialized cubes are selected in 

taking the account of query expenditure to improve the quality of OLAP model. Still, 

other strategy like clustering is also utilized to improve the OLAP model processing by 

dividing the big data into groups. So, in next chapter, a Dragon Fly Optimization based 

Clustering (DFOC) approach is developed to enhance the efficiency of data clustering 

by generating optimal clusters from multidimensional clinical data for OLAP. 
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CHAPTER-6 

Improving the Performance of Multidimensional 

Clinical Data for OLAP using an Optimized Data 

Clustering Approach 

6.1. Introduction 

Medicine is a fresh way to utilize for curing, analyzing and detecting the diseases 

through data clustering with OLAP (Online Analytical Processing). The large amount 

of multidimensional clinical data is reduced the efficiency of OLAP query processing 

by enhancing the query accessing time. Hence, the performance of OLAP model is 

improved by using data clustering [2, 3, 4] in which huge data is divided into several 

groups (clusters) with cluster heads to achieve fast query processing in least time. 

In this chapter, a Dragon Fly Optimization based Clustering (DFOC) approach is 

proposed to enhance the efficiency of data clustering by generating optimal clusters 

from multidimensional clinical data for OLAP. The results are evaluated on MATLAB 

2019a tool and shown the better performance of DFOC against other clustering 

methods ACO, GA and K-Means [67, 79] in terms of intra-cluster distance, purity 

index, F-measure, and standard deviation. 

Here, several researchers introduced data clustering techniques [17] for improving the 

efficiency of multidimensional data model [15, 16]. K-Means [19] is one of the widely 

useful clustering techniques for simple and easy development for huge amount of data. 

But, there is still some drawback in K-Means like highly dependable on initial cluster. 

So, here we utilized the optimization for data clustering on huge multidimensional data 

sets to obtain optimal results by removing the limitation of K-Means. The GA (Genetic 

Algorithm) and ACO (Ant Colony Optimization) are two most popular optimization 

approaches are used with data clustering to improve the quality of clustering. In this 

work, we implemented a DOFC (Dragon Fly Optimization based Clustering) approach 

on clinical multidimensional datasets to generate optimal clusters with cluster centroids 

and compared the results with ACO, GA and K-Means in terms of several parameters.   
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6.2. Dragon Fly Optimization based Clustering (DFOC) Approach 

6.2.1. DFOC Approach 

Dragon Fly Optimization (DFO) approach is a nature inspired methodology which is 

stirred by dragon fly`s stagnant and energetic behaviour on the basis of examination 

and utilization. DFO offers three crucial standard Severance (SR), Configuration (CF) 

and Consistency (CS) and two former significant convictions of brimming Foodstuff 

sources Appeal (FA) and Opponent Escaping (OE) represented in (1) to (5). 

 

 

 

 

                                                           (5) 

Here, X =dragonfly individual location, 
+X =foodstuff location, 

−X =opponent 

location, nN  =neighbours number, qV  & qX = 
thq individual`s velocity and location. 

The speed vector is evaluated by utilizing (6), then dragonfly`s location is updated 

through (7). 
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Here, sr, cf, cs, fa, oe and wt are steady coefficient. 

 

DFOC approach 

START 

Assign N data entities as cluster centroids randomly. 

For each clusters 

 Initialize standards of dragonfly population (Xp) and speed vector (Xp) with 

 p=1,2,3,..................................Nn  

 While finish circumstance is not pleased 

 Calculate entire dragonfly`s intention standards 

 Update foodstuff and opponent source 

 Update sr, cf, cs, fa, oe and wt 

 Calculate SR, CF, CS, FA, and OE by (1) to (5) 

 Update neighbour`s area 

 If (minimum 1 neighbour locates in dragonfly area) 

  Update speed vector by (6) 

  Update location vector by (7) 

 Else 

  Update location vector by (7) 

 End If 

 Confirm and accurate next location of dragonfly  based on capricious 

 restrictions 

 End While 

End For 

STOP 

In DFOC, the DFO is applied on multidimensional clinical datasets to obtain optimal 

clusters with cluster heads (centroids) with minimizing the intra-cluster distances 

among data elements. In DFO, every cluster is assigned as dragonfly and each data 

entities are assigned as explore agents. All dragon fly`s positions are updated according 
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to fitness standards with reducing the intra-cluster distances among data entities to find 

out the optimal clusters with centroids. 

6.2.2. Multidimensional Clinical Datasets 

The DFOC is applied on several multidimensional clinical datasets describing in table 

1. 

Table 6.1. Multidimensional Clinical Datasets 

Sr. 

No. 

Clinical Dataset  

Dataset 
No. of 

instances 

No. of 

dimensions 

No. of 

Clusters 

1 Cancer 683 9 2 

2 Cryotherapy 90 7 2 

3 Liver Patient 583 10 2 

4 Heart Patients 297 14 4 

6.3. Result and Analysis 

The DFOC is implemented on all four clinical data sets (table 1) on MATLAB 2019a 

tool (windows 8, 8 GB RAM, Core i3 processor) (Figure 6.1 (a) (b) (c) (d)). The results 

are obtained in terms of intra-cluster distance, purity index, F-measure, and standard 

deviation over 1000 repetitions. 

 

Figure 6.1 (a). Implementation in MATLAB 
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Figure 6.1 (b). Implementation in MATLAB 

 

Figure 6.1 (c). Implementation in MATLAB 
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Figure 6.1 (d). Implementation in MATLAB 

6.3.1. Intra-cluster distance 

It is explained as the mean distance among data entities in identical cluster. It must 

have least value for optimized clustering. 

6.3.2. Purity Index 

It is illustrated the frequent clustering of data entities by using (8). It must have 

maximum value for optimized clustering. 

 

Here, K = clusters number,  

rCR and sCR  = rth class and sth cluster length 

SD = dataset length 

rsCR = data entities of rth class locate to sth cluster. 
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6.3.3. F-Measure 

It is obtained from precision (prec) and recall (rcl) for data reclamation by (9) to (12). It 

must have maximum value for optimized clustering. 

 

 

 

 

6.3.4. Standard Deviation 

It is explained the data clustering strength about the mean standards using (13). It must 

have least value for optimal clustering. 

 

Here, de = data entity in dataset,  

de  = mean of data entities in a dataset 

Table 6.2. Results for Cancer Dataset 

Approaches 

Performance Parameters  

Intra-

cluster 

distance 

Purity 

index 

Standard 

deviation 
F-Measure 

K-Means 94.2641 0.86 0.5248 0.84 

GA 0.3265 0.87 0.2153 0.85 

ACO 0.08587 0.90 0.1042 0.87 

DFOC 0.002514 0.95 0.024 0.92 
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Table 6.3. Results for Cryotherapy Dataset 

Approaches 

Performance Parameters  

Intra-

cluster 

distance 

Purity 

index 

Standard 

deviation 
F-Measure 

K-Means 19.3625 0.82 0.3521 0.76 

GA 0.3142 0.90 0.1241 0.85 

ACO 0.0541 0.91 0.0624 0.86 

DFOC 0.00325 0.95 0.00786 0.90 

 

Table 6.4. Results for Liver Patients Dataset 

Approaches 

Performance Parameters  

Intra-

cluster 

distance 

Purity 

index 

Standard 

deviation 
F-Measure 

K-Means 42.3214 0.87 0.4215 0.85 

GA 0.4201 0.88 0.2641 0.86 

ACO 0.0845 0.90 0.0758 0.87 

DFOC 0.00464 0.91 0.00882 0.88 

 

Table 6.5. Results for Heart Patients Dataset 

Approaches 

Performance Parameters  

Intra-

cluster 

distance 

Purity 

index 

Standard 

deviation 
F-Measure 

K-Means 12.3654 0.78 0.20365 0.74 

GA 0.50241 0.81 0.07548 0.76 

ACO 0.0365 0.84 0.02364 0.80 

DFOC 0.00124 0.91 0.0074 0.95 
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Table 6.6. Results for Average Rank for all Datasets based on Intra-Cluster 

Distance 

Approac

hes 

Datasets 

Cancer 
Cryothe

rapy 

Liver 

Patients 

Heart 

Patients 

Average 

Rank 

K-Means 
94.2641 

(4) 

19.3625 

(4) 

42.3214 

(4) 

12.3654 

(4) 
4 

GA 
0.3265 

(3) 

0.3142 

(3) 

0.4201  

(3) 

0.50241 

(3) 
3 

ACO 
0.08587 

(2) 

0.0541 

(2) 

0.0845  

(2) 

0.0365  

(2) 
2 

DFOC 
0.002514 

(1) 

0.00325 

(1) 

0.00464 

(1) 

0.00124 

(1) 
1 

 

 

Figure 6.2. Average Rank for all datasets based  on Intracluster Distance 

The outputs in figure 6.2 illustrate that GA obtains superior results 25% than K-Means; 

ACO obtains superior results 34% than GA and 50% than K-Means; DFOC obtains 

superior results 50% than ACO and 67% than GA and 75% than K-Means in terms of 

intra-cluster distance for total four clinical datasets. 
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Figure 6.3. F-Measure for all datasets 

The outputs in figure 6.3 illustrate that GA obtains superior results 5% than K-Means; 

ACO obtains superior results 8% than GA and 15% than K-Means; DFOC obtains 

superior results 19% than ACO and 25% than GA and 29% than K-Means in terms of 

F-Measure for total four clinical datasets. 

 

Figure 6.4. Purity Index for all dataets 
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The outputs in figure 6.4 illustrate that GA obtains superior results 6% than K-Means; 

ACO obtains superior results 10% than GA and 17% than K-Means; DFOC obtains 

superior results 21% than ACO and 27% than GA and 32% than K-Means in terms of 

purity index for total four clinical datasets. 

 

Figure 6.5. Standard Devition for all datasets 

The outputs in figure 6.5 illustrate that GA obtains superior results 16% than K-Means; 

ACO obtains superior results 23% than GA and 38% than K-Means; DFOC obtains 

superior results 33% than ACO and 56% than GA and 72% than K-Means in terms of 

standard deviation for total four clinical datasets. 

The results in table 6.2 to table 6.6 and figure 6.2 to figure 6.5 illustrates the better 

quality results of DFOC on all four multidimensional clinical datasets against K-Means, 

GA and ACO in terms of intra-cluster distance, F-measure, purity index and standard 

deviation. Due to better examination and utilization, DFOC improves the search space in 

global area for generating optimal cluster; hence DFOC generates enhanced outputs as 

compare to prior approaches. 

6.4. Summary and Discussion 

In this work, a Dragon Fly Optimization based Clustering (DFOC) approach is 

implemented to improve the performance of data clustering by obtaining optimized 

clusters from multidimensional clinical data for OLAP. The outcomes are examined on 
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MATLAB 2019a tool and illustrated the superior efficiency of DFOC as compared to 

prior approaches ACO, GA and K-Means in terms of intra-cluster distance, purity 

index, F-measure, and standard deviation. 

6.5. Limitation of DFOC Approach 

In this chapter, it has been demonstrated that DFOC mechanism is oppressed to choose 

the optimal clusters for clinical datasets. This mechanism has computed greater efficacy 

according to intra-cluster distance, purity index, F-Measure and standard deviation 

analyzed against ACO, GA and K-Means. On the other hand, there are tiny restrictions 

in the DFO that unique linear convergence restriction originate the development of 

exploration and exploitation unhinged, unsteady convergence velocity and simple to 

collapse into local optimum. These limits are isolated by developing another 

optimization mechanism for data clustering to further improve the effectiveness of 

DFOC based optimal data clustering, which is prominent as KMeans-Salp Swarm 

Optimization based Clustering (K-SSOC). The K-SSOC is oppressed to choose the 

optimal clusters for multidimensional datasets and computed greater competence 

according to various factors. 
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CHAPTER-7 

Improve the Performance of Multidimensional 

Data for OLAP by using an Optimization 

Approach  

7.1. Introduction 

The performance of query processing over OLAP (Online Analytical Processing) model 

is decreased due to higher query access time for huge multidimensional data. Therefore, 

the clustering is introduced to improve the OLAP model efficiency by getting quick 

query processing because of dividing the large data into various clusters [21, 30]. The 

K-Means is a famous technique of clustering the data into groups to solve various real 

life issues. However, K-Means [26, 29] has some drawbacks like sensitivity to primary 

centroid assortment in cluster and local optimum convergence.  

Hence, a KMeans-Salp Swarm Optimization based Clustering (K-SSOC) is 

implemented to improve the performance of K-Means by providing optimal clustering 

over huge OLAP multidimensional data. The outcomes are obtained on MATLAB 

2019a environment based on the parameter purity index, standard deviation, F-measure, 

intra-cluster distance and running time complexity over 1000 iterations. The results 

illustrate the superior performance of K-SSOC against K-Means, ACO and PSO over 

total six multidimensional datasets based on parameters. 

In the above literature, various researchers implemented clustering approaches over 

huge multidimensional data to enhance the performance of the OLAP model [18, 19]. 

The K-Means is an eminent clustering approach for performing division of huge data 

[20, 21] into groups in minimum time consumption. However, the K-Means has some 

limitations such as primary centroid selection sensitivity. These limitations are reduced 

or removed by using optimization approaches with clustering over numerous 

multidimensional datasets. The Ant Colony Optimization (ACO) and Particle Swarm 

Optimization (PSO) [22, 23, 24] are two famous optimization algorithms, which are 

utilized to perform optimal clustering to enhance the clustering efficiency. In this paper, 

a K-SSOC (KMeans-Salp Swarm Optimization based Clustering) approach is 
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implemented to perform optimized clustering over multidimensional OLAP data and 

the outcomes are analyzed against K-Means, ACO and PSO on the basis of various 

performance parameters.   

7.2. KMeans-Salp Swarm Optimization based Clustering (K-SSOC) 

Approach 

7.2.1. K-SSOC Approach 

K-Means is a famous and efficient clustering approach on the basis of definite concern 

of examination of variances. The total dataset is separated into Cn clusters by utilizing 

eq. 1. 

 

Here,  = square of Euclidean distance from xth cluster centroid to yth data 

component, S = dataset length. 

The K-Means assigns every data component to the cluster nearer to the cluster centroid 

(the total data components mean value in a cluster) and after that it generates the 

matches among data components and centroid. At last, the matches are utilized to 

decide reassignment of data components to cluster centroid and this process will carry 

on until a satisfied situation is established. 

The Salp Swarm Optimization (SSO) is a nature enthused meta-heuristic technique for 

performing the salp`s aquatic and flying behaviour based optimization. The leader and 

follower are two groups of salp`s population in which the follower works under the 

supervision of leader. The d-dimensional exploration area based matrix P is used to 

hold the entire salp`s positions with a source of foodstuff where d is used for number of 

problem`s essentials. The leader`s position is changed by utilizing the source of 

foodstuff (eq. 2). 
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Here, = leader`s position (1st salp), = foodstuff source position, = upper 

bound, and = lower bound (everyone is evaluated in dth dimension). = 

arbitrary numbers  and  (exploitation-exploration equivalence) is 

calculated by utilizing eq. 3. 

 

 

 

Here, r = current repetition and R  = number of repetitions. The follower`s positions are 

changed by utilizing eq. 4. 

 

 

 

Here, = follower`s position (ath salp in dth dimension),  = initial velocity and = 

time. The is calculated by utilizing eq. 5. 

 

 

 

Here, = follower`s final position, = follower`s initial position, = follower`s final 

velocity, variance among repetitions is 1 in use and  is put to 0. Hence, the eq. 4 is 

converted to eq. 6. 

 

 

 

The salp swarm chain is generated by evaluating eq. 2 to eq. 6. 

The performance of K-Means clustering is improved by combining the K-Means with 

SSO approach. Primarily, K-Means is applied to obtain clusters with centroids from 

datasets depend upon the least Euclidian distance. Later then, SSO is initiated to 

generate the optimal centroids for whole clusters. In SSO, every cluster is allocated as 
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salps and each data component is allocated as search agents. Hence, every salp is 

changing their position in terms of fitness standards to decrease the total of intra-cluster 

distances mean values. The salps are generated their optimal positions to obtain optimal 

centroids for every cluster. 

The K-SSOC approach is described as follows with standard values. 

Input: R = number of repetitions, = salp`s population, and  = number of clusters. 

Algorithm 1. The K-SSOC Approach.         Number of Executions 

1.  START  

2.  Allocate  data components as cluster centroid erratically 

3.  WHILE a satisfied situation is not established            (R+1) 

4.   FOR each component of data                      R*(Ps+1) 

5.    Generate Euclidean distance of each component 

    of data to the centroid            R*Ps*Cn  

6.    Assign the component of dataset to cluster with 

    least distance                 R*Cn 

7.   END FOR 

8.   Obtain the total data components mean value in each cluster R*Cn 

9.   Obtain the new centroids based on mean values   R*Cn  

10.  END WHILE 

11.  Return  clusters 

12.  For each cluster  

13.   Allocate the standards of salps population (number of data component)

   

14.   While (a satisfied situation is not established) 

15.    Calculate the entire salp`s fitness (search agents)            Cn*Ps 

16.    = the best salp                Cn*Ps 

17.    Update   (arbitrary number) (eq. 3)        Cn*(R+1) 

18.    FOR whole salps ( )               R*Cn*(Ps+1) 
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19.     If (a = =1)      

20.      Update the leader salp`s position (eq. 2) 

                R*Cn*Ps 

21.     Else    

22.      Update the follower salp`s position (eq.6)   

                    R*Cn*(Ps+1) 

23.    END FOR 

24.    Amend the salps in terms of & of components Cn*R 

25.   END While 

26.   Return         Cn 

27.  End For 

28.  Assign as the new centroid of cluster 

29.  STOP 

 

7.2.2. Multidimensional Datasets 

The K-SSOC is implemented on various multidimensional datasets representing in 

table 1. 

Table 7.1. Multidimensional Datasets 

Sr. 

No. 

Dataset No. of 

Instances 

No. of 

Dimensions 

No. of 

Clusters 

1 Glass 214 10 7 

2 Waveform 5000 40 3 

3 Ionosphere 351 34 2 

4 Heart Failure 300 12 2 

5 Thyroid 300 5 3 

6 Wine 178 13 3 
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7.3. Results and Discussion 

The K-SSOC is applied to total six multidimensional datasets (table 1) on MATLAB 

2019a environment (windows 8, 8 GB RAM, Core i3 processor) (Figure 7.1 (a) (b) (c) 

(d)). The outcomes are generated based on the parameter purity index, standard 

deviation, F-measure and intra-cluster distance over 1000 iterations. 

 

Figure 7.1 (a). Implementation in MATLAB 

 

Figure 7.1 (b). Implementation in MATLAB 
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Figure 7.1 (c). Implementation in MATLAB 

 

Figure 7.1 (d). Implementation in MATLAB 

7.3.1. Intra-cluster Distance 

Initially, the distances of each and every data components from all other data 

components are evaluated inside the same cluster. After that, the average value of the 

evaluated distances is obtained, which is known as intra-cluster distance. The minimum 

value of intra-cluster distance is best suitable for optimal clustering. 
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7.3.2. Purity Index 

The data component`s recurrent clustering is indicated as purity index, which is 

calculated by utilizing eq. (7).  The maximum value of purity index is best suitable for 

optimal clustering. 

 

 

Where,  = number of clusters, 

= βth cluster length and αth class, 

S = dataset length, 

= data components of αth class set to βth cluster. 

7.3.3. F-Measure 

F-measure is used for data recovery by combining the recall (rl) and precision (prn), 

which is calculated by utilizing eq. 8 to 11. The maximum value of F-Measure is best 

suitable for optimal clustering. 
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7.3.4. Standard Deviation 

The clustering power with reference to the mean values of dataset is known as standard 

deviation, which is obtained by utilizing eq. 12. The minimum value of standard 

deviation is best suitable for optimal clustering. 

 

Here, dc = data component in dataset 

 = mean values of data components in dataset. 

Table 7.2. Outcomes for Datasets 

Datasets Approaches 

Performance Parameters 

Intra-

cluster 

distance 

Purity 

Index 

F-

Measure 

Standard 

Deviation 

Glass 

K-Means 0.6357 0.77 0.72 0.256874 

ACO 0.4357 0.80 0.75 0.165967 

PSO 0.2154 0.83 0.78 0.098647 

K-SSOC 0.00752 0.88 0.83 0.000853 

Waveform 

 

K-Means 0.85632 0.78 0.74 0.369875 

ACO 0.52461 0.82 0.78 0.165874 

PSO 0.09864 0.86 0.82 0.098647 

K-SSOC 0.00758 0.90 0.86 0.004527 

Ionosphere 

 

K-Means 0.75682 0.82 0.79 0.136892 

ACO 0.42586 0.87 0.84 0.086475 

PSO 0.08745 0.91 0.88 0.024517 

K-SSOC 0.00965 0.94 0.91 0.003684 

Heart 

Failure 

K-Means 10.6254 0.81 0.77 0.326547 

ACO 0.7842 0.84 0.80 0.123692 

PSO 0.5123 0.86 0.82 0.085342 
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K-SSOC 0.00935 0.92 0.88 0.006584 

Thyroid 

 

K-Means 2.16824 0.84 0.80 0.126587 

ACO 0.82365 0.88 0.84 0.068574 

PSO 0.15142 0.90 0.86 0.012587 

K-SSOC 0.00868 0.94 0.90 0.003652 

Wine 

K-Means 1.36858 0.84 0.79 0.236541 

ACO 0.86241 0.87 0.82 0.102547 

PSO 0.23412 0.90 0.85 0.098648 

K-SSOC 0.00635 0.93 0.88 0.008756 

 

Table 7.3. Average Ranking of all approaches for total Datasets in terms of total of 

intra-cluster distances mean values 

Dataset K-Means ACO PSO K-SSOC 

Glass 0.6357 (4) 0.4357 (3) 0.2154 (2) 0.00752 (1) 

Waveform 0.85632 (4) 0.52461 (3) 0.09864 (2) 0.00758 (1) 

Ionosphere 0.75682 (4) 0.42586 (3) 0.08745 (2) 0.00965 (1) 

Heart Failure 10.6254 (4) 0.7842 (3) 0.5123 (2) 0.00935 (1) 

Thyroid 2.16824 (4) 0.82365 (3) 0.15142 (2) 0.00868 (1) 

Wine 1.36858 (4) 0.86241 (3) 0.23412 (2) 0.00635 (1) 

Average 

Rank 

4 3 2 1 

The outputs in table 7.2 and table 7.3 illustrate that K-SSOC obtains superior results 

like greatest purity index and F-measure values and least standard deviation and intra-

cluster distance against K-Means, ACO and PSO approaches for all datasets. 
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Figure 7.2. Average Rank for total six datasets in terms of Intra-cluster Distance 

The outputs in figure 7.2 illustrate that ACO obtains superior results 25% than K-

Means; PSO obtains superior results 34% than ACO and 50% than K-Means; K-SSOC 

obtains superior results 50% than PSO and 67% than ACO and 75% than K-Means in 

terms of intra-cluster distance for total six multidimensional datasets. 

 

Figure 7.3. Purity Index for total six datasets 



 

 
84 

The outputs in figure 7.3 illustrate that ACO obtains superior results 8% than K-Means; 

PSO obtains superior results 16% than ACO and 27% than K-Means; K-SSOC obtains 

superior results 15% than PSO and 37% than ACO and 68% than K-Means in terms of 

purity index for total six multidimensional datasets. 

 

 

Figure 7.4. F-Measure for total six datasets 

The outputs in figure 7.4 illustrate that ACO obtains superior results 11% than K-

Means; PSO obtains superior results 18% than ACO and 31% than K-Means; K-SSOC 

obtains superior results 18% than PSO and 39% than ACO and 72% than K-Means in 

terms of F-Measure for total six multidimensional datasets. 
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Figure 7.5. Standard Deviation for total six datasets 

The outputs in figure 7.5 illustrate that ACO obtains superior results 18% than K-

Means; PSO obtains superior results 27% than ACO and 43% than K-Means; K-SSOC 

obtains superior results 29% than PSO and 52% than ACO and 83% than K-Means in 

terms of standard deviation for total six multidimensional datasets. 

The Figure 7.2 to Figure 7.5 represents the comparative results of K-Means, ACO, PSO 

and K-SSOC approaches for total six multidimensional datasets in terms of purity 

index, F-measure, standard deviation and intra-cluster distance. The K-SSOC improves 

the efficiency of K-Means by enhancing the exploitation and exploration strength of 

SSO approach to achieve optimum results. 

7.3.5. Time Complexity 

The performance of clustering approaches is also illustrated by utilizing running time 

complexity, which depends upon the input parameters. The input parameters are 

defined as: R = number of repetitions, = salp`s population, and  = number of 

clusters, S = dataset, Nd = number of dimensions in dataset, Ni = number of instances. 
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The every step performing cost is set to be 1. Then the overall number of executions for 

K-SSOC is evaluated from algorithm 1 (section 7.2.1). 

 

 

The Nd multidimensional instances (Ni) of dataset are accessed by performing Nd * Ni 

executions additionally. Hence, the eq. 15 is obtained by updating the eq. 14 to generate 

the execution cost for K-SSOC approach. 

 

 

The whole input parameters are supposed to be equal, and then worst running time 

complexity of K-SSOC is evaluated by utilizing eq. 16. 

 

 

 

The running time complexity of K-Means is O(n2), ACO is O(n5), PSO is O(n5) and K-

SSOC is O(n5) in worst case. Hence, all K-Means, ACO, PSO and K-SSOC approaches 

are solvable in polynomial time. 

7.4. Summary and Discussion 

The clustering of multidimensional data is performed to enhance the OLAP model 

efficiency by attaining rapid query processing. Therefore, a KMeans-Salp Swarm 

Optimization based Clustering (K-SSOC) is implemented to overcome the K-Means 

limitations and improve the quality of clustering by generating optimal groups of data 

over the huge OLAP multidimensional dataset. The results are generated in MATLAB 

2019a environment in terms of parameter purity index, standard deviation, F-measure, 

intra-cluster distance and running time complexity over 1000 iterations. The outcomes 
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represent the better quality efficiency of K-SSOC against K-Means, ACO and PSO 

over total six multidimensional datasets based on parameters. In future, the work will 

be performed over large size and unstructured datasets [87, 91] with reducing the time 

complexity. 
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CHAPTER-8 

Comparative Analysis of DFOC and K-SSOC 

Approaches  

8.1. Introduction 

For computing the effectiveness of the DFOC and K-SSOC schemes explaining in 

former chapter, the experiment is performed to discover optimal clusters for ten 

multidimensional datasets. Here analysis is computed on MATLAB 2019a environment 

by means of 8 GB RAM, windows 8 and core i3 processor. The DFOC and K-SSOC 

results have been computed as compared to the earlier work such as K-Means, GA, 

ACO, and PSO depending on parameter purity index, standard deviation, F-measure, 

intra-cluster distance and running time complexity over 1000 iterations. 

8.2. Multidimensional Datasets 

The DFOC and K-SSOC are implemented on various multidimensional datasets 

representing in table 8.1. 

Table 8.1. Multidimensional Datasets 

Sr. 

No. 

Clinical Dataset 
No. of 

Clusters 
Dataset 

No. of 

instances 

No. of 

dimensions 

1 Cancer 683 9 2 

2 Cryotherapy 90 7 2 

3 Liver Patient 583 10 2 

4 Heart Patients 297 14 4 

5 Glass 214 10 7 

6 Waveform 5000 40 3 

7 Ionosphere 351 34 2 
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Sr. 

No. 

Clinical Dataset 
No. of 

Clusters 
Dataset 

No. of 

instances 

No. of 

dimensions 

8 Heart Failure 300 12 2 

9 Thyroid 300 5 3 

10 Wine 178 13 3 

8.3. Comparative Analysis of DFOC and K-SSOC Approaches 

The DFOC and K-SSOC are applied to total ten multidimensional datasets (table 8.1) 

on MATLAB 2019a environment. The outcomes are generated based on the parameter 

purity index, standard deviation, F-measure and intra-cluster distance over 1000 

iterations. 

Table 8.2. Average Ranking (Intra-cluster Distance) for Multidimensional 

Datasets 

Dataset K-Means GA ACO PSO DFOC K-SSOC 

Cancer 

94.2641 

(6) 

0.3265 

(5) 

0.08587 

(3) 

0.1786 

(4) 

0.002514 

(2) 

0.001036 

(1) 

Cryotherapy 

19.3625 

(6) 

0.3142 

(5) 

0.0541 

(3) 

0.2576 

(4) 

0.00325 

(2) 

0.00257 

(1) 

Liver 

Patient 

42.3214 

(6) 

0.4201 

(5) 

0.0845 

(3) 

0.1257 

(4) 

0.00464 

(2) 

0.00136 

(1) 

Heart 

Patients 

12.3654 

(6) 

0.50241 

(5) 

0.0365 

(3) 

0.3647 

(4) 

0.00124 

(2) 

0.00096 

(1) 

Glass 

0.6357 

(6) 

0.3614 

(4) 

0.4357 

(5) 

0.2154 

(3) 

0.01085 

(2) 

0.00752 

(1) 

Waveform 0.85632 0.1574 0.52461 0.09864 0.02631 0.00758 
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(6) (4) (5) (3) (2) (1) 

Ionosphere 

0.75682 

(6) 

0.6215 

(5) 

0.42586 

(4) 

0.08745 

(3) 

0.01025 

(2) 

0.00965 

(1) 

Heart 

Failure 

10.6254 

(6) 

0.5125 

(4) 

0.7842 

(5) 

0.5123 

(3) 

0.07456 

(2) 

0.00935 

(1) 

Thyroid 

2.16824 

(6) 

0.6876 

(4) 

0.82365 

(5) 

0.15142 

(3) 

0.02657 

(2) 

0.00868 

(1) 

Wine 

1.36858 

(6) 

0.5241 

(4) 

0.86241 

(5) 

0.23412 

(3) 

0.03654 

(2) 

0.00635 

(1) 

Average 

Ranking 

6 4.5 4.1 3.4 2 1 

 

 

Figure 8.1. Average Rank for total ten datasets in terms of Intra-cluster Distance 

The outputs in table 8.2 and figure 8.1 illustrate that GA obtains superior results 25% 

than K-Means; ACO obtains superior results 9% than GA and 32% than K-Means; PSO 
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obtains 17% than ACO and 25% than GA and 44% than K-Means; DFOC obtains 

superior results 42% than PSO and 52% than ACO and 56% than GA and 67% than K-

Means; K-SSOC obtains superior results 50% than DFOC and 71% than PSO and 76% 

than ACO and 78% than GA and 84% than K-Means in terms of intra-cluster distance 

for total ten multidimensional datasets. 

Table 8.3. F-Measure for Multidimensional Datasets 

Dataset K-Means GA ACO PSO DFOC K-SSOC 

Cancer 
0.84 0.85 0.87 0.86 0.92 0.93 

Cryotherapy 
0.76 0.85 0.86 0.85 0.90 0.91 

Liver 

Patient 

0.85 0.86 0.87 0.86 0.88 0.90 

Heart 

Patients 

0.74 0.76 0.80 0.78 0.95 0.96 

Glass 
0.72 0.76 0.75 0.78 0.81 0.83 

Waveform 
0.74 0.79 0.78 0.82 0.85 0.86 

Ionosphere 
0.79 0.85 0.84 0.88 0.89 0.91 

Heart 

Failure 

0.77 0.81 0.80 0.82 0.86 0.88 

Thyroid 
0.80 0.82 0.84 0.86 0.88 0.90 

Wine 
0.79 0.83 0.82 0.85 0.87 0.88 
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Figure 8.2. F-Measure for total ten Multidimensional datasets 

The outputs in table 8.3 and figure 8.2 demonstrate that GA evaluates advanced 

outcomes 5% than K-Means; ACO evaluates advanced outcomes 4% than GA and 7% 

than K-Means; PSO evaluates advanced outcomes 4% than ACO and 6% than GA and 

9% than K-Means; DFOC evaluates advanced outcomes 7% than PSO and 11% than 

ACO and 13% than GA and 17% than K-Means; K-SSOC evaluates advanced 

outcomes 3% than DFOC and 8% than PSO and 12% than ACO and 15% than GA and 

19% than K-Means in terms of F-Measure for total ten multidimensional datasets. 

Table 8.4. Purity Index for Multidimensional Datasets 

Dataset K-Means GA ACO PSO DFOC K-SSOC 

Cancer 
0.86 0.87 0.90 0.88 0.95 0.96 

Cryotherapy 
0.82 0.90 0.91 0.90 0.95 0.96 

Liver 

Patient 

0.87 0.88 0.90 0.89 0.91 0.93 

Heart 
0.78 0.81 0.84 0.83 0.91 0.92 
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Patients 

Glass 
0.77 0.81 0.80 0.83 0.86 0.88 

Waveform 
0.78 0.83 0.82 0.86 0.89 0.90 

Ionosphere 
0.82 0.88 0.87 0.91 0.92 0.94 

Heart 

Failure 

0.81 0.85 0.84 0.86 0.91 0.92 

Thyroid 
0.84 0.86 0.88 0.90 0.92 0.94 

Wine 
0.84 0.85 0.87 0.90 0.92 0.93 

 

 

Figure 8.3. Purity Index for total ten Multidimensional datasets 

The outputs in table 8.4 and figure 8.3 demonstrate that GA calculates improved 

outputs 4% than K-Means; ACO calculates improved outputs 3% than GA and 6% than 

K-Means; PSO calculates improved outputs 3% than ACO and 7% than GA and 9% 

than K-Means; DFOC calculates improved outputs 4% than PSO and 8% than ACO 



 

 
94 

and 10% than GA and 16% than K-Means; K-SSOC calculates improved outputs 5% 

than DFOC and 11% than PSO and 13% than ACO and 19% than GA and 21% than K-

Means in terms of purity index for total ten multidimensional datasets. 

Table 8.5. Standard Deviation for Multidimensional Datasets 

Dataset K-Means GA ACO PSO DFOC K-SSOC 

Cancer 
0.5248 0.2153 0.1042 0.1587 0.024 0.011 

Cryotherapy 
0.3521 0.1241 0.0624 0.1245 0.00786 0.00157 

Liver 

Patient 

0.4215 0.2641 0.0758 0.1678 0.00882 0.00236 

Heart 

Patients 

0.20365 0.07548 0.02364 0.05671 0.0074 0.0023 

Glass 
0.256874 0.25716 0.165967 0.098647 0.0089 0.000853 

Waveform 
0.369875 0.10452 0.165874 0.098647 0.00697 0.004527 

Ionosphere 
0.136892 0.1287 0.086475 0.024517 0.00897 0.003684 

Heart 

Failure 

0.326547 0.03697 0.123692 0.085342 0.00826 0.006584 

Thyroid 
0.126587 0.17963 0.068574 0.012587 0.00741 0.003652 

Wine 
0.236541 0.2157 0.102547 0.098648 0.01582 0.008756 
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Figure 8.4. Standard Deviation for total ten Multidimensional datasets 

The outputs in table 8.5 and figure 8.4 demonstrate that GA computes improved results 

73% than K-Means; ACO computes improved results 54% than GA and 78% than K-

Means; PSO computes improved results 43% than ACO and 61% than GA and 83% 

than K-Means; DFOC computes improved results 36% than PSO and 51% than ACO 

and 72% than GA and 86% than K-Means; K-SSOC computes improved results 28% 

than DFOC and 47% than PSO and 62% than ACO and 79% than GA and 91% than K-

Means in terms of standard deviation for total ten multidimensional datasets. 

The Figure 8.1 to Figure 8.4 and Table 8.2 to Table 8.5 represent the comparative 

results of K-Means, GA, ACO, PSO, DFOC and K-SSOC approaches for total ten 

multidimensional datasets in terms of purity index, F-measure, standard deviation and 

intra-cluster distance. The first scheme DFOC generates improved results than K-

Means, GA, ACO, and PSO schemes for all ten multidimensional datasets. The second 

scheme K-SSOC improves the efficiency of K-Means by enhancing the exploitation 

and exploration strength of SSO approach to achieve optimum results. So, K-SSOC 

obtains advanced results than DFOC and prior schemes PSO, ACO, GA and K-Means 

for total ten multidimensional datasets. 
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8.4. Time Complexity 

The performance of clustering approaches is also illustrated by utilizing running time 

complexity, which depends upon the input parameters. The running time complexity of 

K-Means is O(n2), GA is O(n5), ACO is O(n5), PSO is O(n5), DFOC is O(n4) and K-

SSOC is O(n5) in worst case. Hence, all K-Means, GA, ACO, PSO, DFOC and K-

SSOC approaches are solvable in polynomial time. 

8.5. Summary and Discussion 

In this chapter, a Dragon Fly Optimization based Clustering (DFOC) approach is 

implemented to improve the performance of data clustering by obtaining optimized 

clusters from multidimensional datasets for OLAP. The outcomes are examined on 

MATLAB 2019a tool and illustrated the superior efficiency of DFOC over ten 

multidimensional datasets as compared to prior approaches ACO, GA and K-Means in 

terms of intra-cluster distance, purity index, F-measure, and standard deviation. 

The clustering of multidimensional data is performed to enhance the OLAP model 

efficiency by attaining rapid query processing. Therefore, next approach KMeans-Salp 

Swarm Optimization based Clustering (K-SSOC) is implemented to overcome the K-

Means limitations and improve the quality of clustering by generating optimal groups 

of data over the huge OLAP multidimensional dataset. The results are generated in 

MATLAB 2019a environment in terms of parameter purity index, standard deviation, 

F-measure, intra-cluster distance and running time complexity over 1000 iterations. The 

outcomes represent the better quality efficiency of K-SSOC against K-Means, GA, 

ACO, PSO and DFOC over total ten multidimensional datasets based on parameters. In 

future, the work will be performed over large size and unstructured datasets with 

reducing the time complexity. 
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CHAPTER-9 

CONCLUSION AND FUTURE DIRECTION  

9.1. Conclusions 

In this work, FFO based optimal materialized cube selection is performed on lattice 

structure with multidimensional data over OLAP framework. The results are evaluated 

on multidimensional data in terms of frequency and number of dimensions. The 

analysis of performance of FFO illustrates the improved quality, efficiency of FFO to 

reduce the OLAP query processing expenditure as compared to PSO. In the future, 

several optimization approaches will be implemented for optimized cube selection by 

considering the time complexity as a factor.   

In this paper, GWO is introduced to choose the best materialized cube utilizing the 

OLAP multidimensional information model with lattice structure. The outcomes are 

calculated on data having various dimensions based on total dimensions and frequency. 

The GWO is examined over lattice structure to find out the optimal data cube for 

minimizing the query dispensation expenses. Various optimization strategies will be 

introduced to perform an optimal selection of data cubes with more dimensions and 

evaluating the time and space complexity as performance indicators in the future. 

In this work, a Dragon Fly Optimization based Clustering (DFOC) approach is 

implemented to improve the performance of data clustering by obtaining optimized 

clusters from multidimensional clinical data for OLAP. The outcomes are examined on 

MATLAB 2019a tool and illustrated the superior efficiency of DFOC as compared to 

prior approaches ACO, GA and K-Means in terms of intra-cluster distance, purity 

index, F-measure, and standard deviation. 

The clustering of multidimensional data is performed to enhance the OLAP model 

efficiency by attaining rapid query processing. Therefore, a KMeans-Salp Swarm 

Optimization based Clustering (K-SSOC) is implemented to overcome the K-Means 

limitations and improve the quality of clustering by generating optimal groups of data 

over the huge OLAP multidimensional dataset. The results are generated in MATLAB 

2019a environment in terms of parameter purity index, standard deviation, F-measure, 
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intra-cluster distance and running time complexity over 1000 iterations. The outcomes 

represent the better quality efficiency of K-SSOC against K-Means, ACO and PSO 

over total six multidimensional datasets based on parameters. 

9.2. Future Direction 

The extension of this work can be further performed in numerous directions: 

1. In future, the work can be performed over large size with reducing the time 

complexity. 

2. The clustering can be performed on unstructured datasets in future. 

3. The capability of K-SSOC and DFOC can be improved by utilizing some 

entropy and chaos theory concerns in future. 

4. The data selection and clustering speed can be further improved. 
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